MPRI - M2 - Quantum Information and Cryptography 2024-2025

Exercise sheet 2

Notations. Every logarithm is in base 2.

Exercise 1. Consider 2 discrete probability function p = (p1,...,pn) and q =
(q1,-.-+qm). So we have p; > 0,> .p; =1, and ¢; > 0,>,¢q; = 1. Consider the
direct product distribution r = (r11,...,7nm) where v, j = p;q;. Show that

H(r) = H(p) + H(q).

Exercise 2. For each state |1 4p), give the reduced density matrices pa = trg(|vag)(Yag|)
and pg = tra(|Yag){(W¥ag|). You can write your answers in Dirac’s “ket,bra” notation
or in matriz form. Compute also H(pa) in each case. You can use logy(3) ~ 1.585.

L. |ap) = 5 (10-) +[1+)).
2. [$ap) = 3 (|00) —[01) — [10) + [11)) .

3. [an) = /2100) + \/2101) — /2 ]10) + /2 [11).

Exercise 3. Consider 2 quantum mized states p and o which are orthogonal. This
means we can write p and o in their spectral decomposition

pP= Zpi|€i><€i|
o= Z%|fj><fj|

where each p;,q; > 0 and ), p; = Zj q; = 1, and the orthogonality constraint
gives V1,7 (e;|f;) = 0 (or equivalently |e;) L|f;)). Let also I, = >, |e;)(e;| and
I =32 1fi{fil

1. Show that p -log(c) = p - I, = 0 where 0 is the all 0 matriz.
Let £ = rp+(1—r)o withr € [0,1]. Show that log(§) = log(rp)+log((1—r)o).

Let r > 0. Show that log(rp) = log(p) + log(r)I,.

RN

Let £ =rp+ (1 —r)o with r € [0,1]. Show that
H(&) = Hy(r) +rH(p) + (1 —r)H(0)

where Hy(r) = —rlog(r) — (1 —r)log(l — ).
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Exercise 4. Let 045 = r|0){0|4 @ p% + (1 —7)|1)(1|4 ® pk be a quantum mized state
on 2 registers. Using the previous question, show that

I(A:B)y = H(rpp + (1 —1)pp) — (rH(py) + (1 —r)H(pp))

Find matrices p%, py st. I(A: B), = 0. Find others st. [(A: B), = Hy(r).



