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Abstract— There is growing interest in the networked sensing becoming necessary to develop an application development
community in the technique of macroprogramming, where the framework (ADF) for sensor networks, using which end-users
end-user can design a system using a high level descrlptlonwith little or no networking background (geologists, bigists,

without worrying about the node-level details. Since the brden trol . i hi fast d I ant
of customizing the code to the target architecture is moveda PELroleum engineers etc.) can achieve fast developemeint an

the compiler that translates the high-level description togenerate deployement of wireless sensor networks.
node-level codes, research on the issues involved in congibn of This relatively new approach, which facilitates top-doven d

such a program assumes importance. In this paper, we list som sign of sensor network applications by allowing the program

issues that need to be resolved by the designers of a compiler o 44 |ook at the big picture, is calledacroprogramming
such a macroprogramming framework, including the decisiors to

be made in the choice of an abstraction, the design of the ruithe ThFj‘ application d?Si_gner is only Concem?d here With_pmgid
system and the generating of the code for each node. We dissus a high level description of the system, without worrying abo
some solution techniques that we are currently exploring tsolve the low level issues discussed above. The majority of thécwor

the above problems. is done by acompiler which takes the above description and
generated customized code for each node depending upon the

. INTRODUCTION cl
Wirel tworks (WSN ble | d network topology and node capability.
reloss sensor networke | s) enable low cost, dens e must mention that there is a fair amount of domain-

monltorln_g of the phyS|caI_eny|ror_1ment through collabivet specifity in macroprogramming techniques and one technique
computation and communication in a network of autonomOﬁg

. ight not be suitable for all networked sensing application
sensor nodes. Slowly but steadily, sensor networks aregbemso' the use of macroprogramming might be an overkill for

deployed in the real world, and the network sizes, the amoun o : ;
of gaé\ handled, and the variety of applications is incmysi%%ple apphcathns like (_jatz_;\-gather!ng._Our work focssse

' : : active and passive monitoring applications such as straictu
We shall soon see sensor networks being used is areas ran 0% monitoring and target tracking

from search and rescue [1] to park.mg garage monltprlng [. " Thecontribution of this paper is twofold. We first describe
Most of the current research in this area concerns itself wit ; -
in detail the problem of compilation of programs onto sensor

solving system level issues that would enable the maintman . . L
] : etworks and the issues that the designer of such a coropilati

of the infrastructure and perform the task assigned to the . .
. . . o ramework will have to face. Secondly, we illustrate our

system. The main focus in developing applications on sensor ; : .
: . current work towards addressing these issues, namely ictgpos

networks has beeenergy since the constituent nodes are . L . .
an abstraction, providing support to it in the runtime syste

battery powered and radio communication is energy-expen5|and the actual task of generating code for each node. We

Many approaches to programming sensor networks ha %cuss our approach in solving the problems of priorit
been proposed. The majority of the current research resolve PP g P b y

. management, task allocation and protocol selection that th
around node-level programming where the programmer . . .
) o L designer of the compiler will have to solve.
writes the applicatiorbottom-up taking into account factors In the first part of thi Section || di alat
like the effect of the network topology, the radio infrastiure n the first part of this paper (Section I1), we discuss relate

available and the energy capacity of nodes, among othefgrk in the area of programming sensor networks and the

A sizable body of work exists currently for providing ser-prc.)tOCOIS anq services a"a”"?‘b"? to applicatilon des.ig
vices like localization, time-synchronization, mediuncess, state the basics of the compilation problem in Section It an

routing etc. However, the designer of a new application st cus on th_e issue_s facing the designer of the compilation
has to think at thenode-levelas opposed to theystem _ram_ework in _Sectlon_ IV. The cu_rrent status of our yvork

level during the design process. As sensor networks are f tdls_cu_ssed in_Section .V' _Sectlon VI concludes with a
moving from the realm of research to real-world applicagion escription of the future directions of our work.

the end user is increasingly likely to neither have the ex-
pertize nor be willing to spend time learning about issues
like energy-efficient topology maintenance. It is incregby

Il. RELATED WORK

A vast array of protocols have been developed in the recent

This work is supported in part by the National Science FotiadaUSA, paSt. for_appllcatlon deveIopmen'F on sensor networks. This
under grant number CCF-0430061. section lists the most representative of those.



Modern sensor networks constitute of nodes ranging froils meaning is not clear in the context of sensor networks.
coin-sized MiCA motes [3] and matchbox sized SunSPOT [#fe believe that it is relevant to clearly define the problem of
nodes to much larger Stargates [5]. Depending on the cooompiling programs onto sensor networks in a broad sense for
putation and storage capability of the node, the OS supptutther work in this domain. The definition is as follows:

couI.d range fro_m TinyOS [6] or C.ontiki [7] at the lower end Starting with a clear idea of the networked sensing ap-
to Linux and WindowsCE at the higher end. The programmgfication, use a high-level specification of the macropeogr
can also utilize virtual machines like the SUN Squawk virtug,,q topology of the network on which the application has
machine [8] and VM* [9]. _ to be deployed, and generate a node-specific code for each
Medium access is made possible by one of several MAGnstituent node in the system such that the resultantrayste
protocols specially designed for energy efficiency [10]inds performs the task as specified in the macroprogram.
these lower layer services, protocols for localization] [Add Note that bytopology above, we mean details about the
time_ synchronization [12] ha_we been designed. Solutioms fBIacement, mobility, power capacity and computation, SEns
routing on sensor networks include GPSR [13]. and communication abilities of the constituent sensor sode
The protocols above provide the basic state informatigf the system. It is important tha)The programmer is not
and abstractions fonode-centric programming. At this pothered with these details abji The compilation framework
level of abstraction, the application developer has tosté@®e ot only keeps in mind the constraints imposed by the specific
the global applic.atiqn. behavior in terms of local actions Ofarget topology but also extracts as much performance as
each node, and individually program the sensor nodes USKksible by appropriately allocating tasks keeping in ntived
languages such as nesC [14], C/C++, or Java, depending on@gcifics of the given system.
node capability, operating system, and compiler suppdre T | practice, it is not enough to simply generate a system that
programmer can read the values from local sensing intesfacgorks. There are other desirable properties of such a psoces
maintain application level state in the local memory, senfle first one beingase of useThe compilation process should
messages to other nodes addressed by node ID or locatigag pefast allowing easy re-compilation and re-deployment
and process incoming messages from other nodes. ~ of code in case of addition of new nodes to the system or a
Owing to the difficulties in fast and easy programmingnhange of system goals. Since our target platform consfsts o
of large systems using only node-level techniques, the aliggdes that are not very reliabliault toleranceis a necessary
of macroprogrammings being explored. Regiment [15] is attribute. Another set of desirable properties, naneigrgy
a functional programming language based on Haskell, wiiiciencyand energy balancearise due to the fact that these
support for region-based functions like filtering, aggtema systems are mostly run on batteries and the system lifeme i
and function-mapping. Kairos [16] is an imperative, cohtraeverely affected by the choice of communication techrsique
driven macroprogramming language where the application\ye would like to clarify that this definition of compilation
designer can write a single program in a language like Pythpngrastically different from the one we are used to in course
with some extra keywords to express parallelism. ATaG [87] bt compiling a C program. For example, the resultant code is
a data-driven macroprogramming model that views the senggsponsible for not only the computation but also the commu-
network application as set of tasks running on the nodggeation performed at each node. The other difference is the
interacting via the production and consumption of data #em,qt that the process involves the appropriate configuraifo
There are also efforts to make the sensor network’s daf@ runtime system. The abstraction used should also @ptur
available to the user in an interface such as SQL [18] @e domain-specific attributes of sensor networks.

Excel [19]. The problem can be viewed as one miacing tasks on
With the developement of these languages, worlsgstem 5 graph, variants of which have been extensively studied
level supportfor macroprogramming has also started. Thg the operations research, distributed computing and the
TML intermediate language developed by Newton et. al. [2Q} 5| design communities. While we believe that a large
provides an abstraction of the underlying system (e.9.0BY amount of wisdom can be applied to compiling applications on
in the form of a distributed token machine which they argensor networks from existing work in the above areas, care
using for compiling macroprograms written in Regiment. Thgyst be taken to keep in mind the differences between the
Data Driven ATaG Runtime (DART) proposed by us [21] is @ystems targeted by existing research in these fields asdrsen

component based runtime system to support programs writ{ggtworks. We discuss some of those issues in the following
in ATaG. section.

Finally, we would like to note that to the best of our knowl-
edge, there is no publicly available compiler that supports
macroprogramming. In this section, we discuss in detail the issues raised in the
previous section related to the compilation problem.

IV. 1SSUES INCOMPILATION

IIl. THE COMPILATION PROBLEM

As is evident in the previous section, the current body 4F Abstraction of the System
research is only beginning to understand the important ofOne of the first challenges in designing a macroprogram-
programming these large, possibly heterogeneous systemsning system for sensor networks is the choice of the program-
a whole. Although compilation has been well known in botming language to describe one’s application. An integral pa
traditional computer science and VLSI design communitieis the choice of the language is played by the abstractioheof t



system provided by the compilation framework. For examplejork will be off-loaded to the runtime and the compilation
the choice of the language for programming a distributddamework?”. For example, the programming abstraction can
shared memory system will be difference from that for model the sensor network as a shared memory where every
distributed database. We have discussed some approactoeie has access to all the data in the network. A spatially-
taken by researchers in the community in Section Il aware PRAM model can then be used to program the sensor
Since sensor networks are essentially composed of a sespétem. This places an undue amount of pressure on the
wirelessly connected compute nodes, the first impulse is fantime system which will then have to maintain consistency
draw wisdom from the large body of work in the parallel anetween the data items in various nodes. On the other hand,
distributed computing area to solve the problems in this.arean abstraction may expose too many low level details to
However, one must remember the differences between serserof any help to the non-expert end user. An example of
networks and the system traditionally meant to run distetu this would be making the programmer worry about reliability
applications. issues in the network and write programs that will correctly
The first set of differences lie in thphysical attributes work even if nodes fail. This is akin to making a C programmer
of the nodes themselves. The constituent nodes in a sen®&sponsible for page faults in a system. We believe that such
networks are extremely constrainted. The typical RAM size oesponsibilities should be handed over to the compilation
a small sensor node (TelosB) is 10KB and the Flash memdrgamework and the runtime environment.
is 48KB. The nodes work on batteries and communicationFinally, a good abstraction will bplatform-independent
is much more costly than computation in terms of energwith the programmer not worrying about the nodes used -
a fact almost completely ignored in traditional distritditebut at the same time it should expdsgobsusing which the
computing. Since the systems are expected to have lifetimagplication designer can tune the performance of the dveral
of months, if not years, energy considerations play a larggstem if he/she so chooses.
role in sensor network design. To add to the complexity,gher To cater to the need for a clean abstraction for sensor
are sensor networks in place that use more than one typenefworks, we have developed a programming language that
node, some of which mightot be constrained at all in termsuses the abstraction of a networked sensor system based
of energy and processing power. The compilation framewodk task-graphs [17]. We believe that such a representation
should be able to address this heterogenity as well. is extremely relevant for a networked sensing system and
The second set of differences lie in wegta is generated provides the apt amount of abstraction to the end-user so as
and handledin sensor networks. The typical sensor netwonto neither over- nor under-burden the other componentseof th
application should bepatially aware. By spatial awareness macroprogamming framework. Details on our work in this area
we mean that the task should be able to utilize the fact therle discussed in Section V-A.
the data from sensor nodes that are in its close proximit
is strongly correlated. Also, processing of data should
performed as close to source as possible in a sensor network tThe cost of having a powerful programming paradigm is
save on energy. Another special property of these appicati paid for by a non-trivial runtime system that provides theeta
is reactive processing Since the system processes data that@ abstraction to the programming model. This is similar to
produced in the network itself, there might be long periofls baving an operating system to manage issues like memory
hibernation for most of the system while nothing “interegti management as opposed to handling it in the user program.
has been sensed followed by a period of intense activityThe design of a runtime system for sensor networks again
when, say an intruder walks into the periphery of the systeunfiffers from previous research as the designer has to now
We strongly believe that any abstraction of sensor networtake care of the inherent attributes of sensor networks. The
should necessarily be able to export these two attributesissue that is of utmost importance here is thateofergy
the programmer. For example, the programmer should be abféciency Another issue in designing such a runtime system
to mention process-chains such as “when the temperaturésthe possibleheterogeneityof the network. For example, a
a region of at least 10 sg. meters rises above 150 degreelafge sensor system may includes nodes which are commu-
raise an alarm”. nicating wirelessly using protocols like S-MAC, larger resd
Another desirable feature to be abstracted out is the fatt thuising 802.11, and still larger, internet-connected nodsisgu
the end-user is not interested in the data at a partiowdde ethernet. The runtime system design should not need to ehang
but in a particularegion A clear limitation of the previous much from node to node due to this heterogeneity. The runtime
approach comes to the fore when we take into account noggstem should also take into account the twin properties of
that can focus only on a certain part of the total area they capatial awareness and reactive processing that we distusse
sense. For example, asking for a camera on a certain nodeadlier.
point in a particular direction might cause a problem if two In addition to possessing these properties, we believe that
tasks give it conflicting instructions. This issue is sortiedh a good runtime system should leodular. This approach
simple manner when the focus is only on the image of thes tremendous benefits with regards to both code generation
area, where another camera-equipped node can provide dhd system improvement. With modular runtimes, the code-
desired data for the second task. generating component of the compiler will generate mostly
Further, an important question to be answered while decithe same code for each node and will need to work on
ing on the level of abstraction for sensor systems is “howlmuonly a fraction of the code, thus making the code generation
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process much faster. Owing to a component based approaehich routing protocol will be used to provide the end-taien
researchers will also be able to focus on aspects of thementisend and receive functionality, and which protocol will lsed
such as task management separately from other componetatgnaintain any virtual topologies (tree, 2-D mesh) needed b
Such a design also allows the use of essentially the sathe applications. We show in Section V-C how this reduces to
runtime system software for functional simulation and tha simple maximization problem and is easily solved. Another
actual deployment, by replacing only a subset of the moduleoblem that will be faced during the design of the compiler
and leaving others intact. is a way ofassigning priorities to the many tasks running on
Finally, since we are adding a layer of abstraction to thitbe node, since many of them will be triggered when a data
system, there will be some loss of performance in usingitem is available.
runtime system as compared to using code that is written withThe next section provides insight into our current work
network specifics such as the number, type and location tofvards developing solutions for them.
nodes in mind. The runtime system designer thus has to make
sure to extract as much performance as possible, since he is
already losing out due to the non application-specific ratur This section discusses the current status of our work in
of the runtime system. addressing the major challenges in the design of a macro-
Our initial work in this area has resulted in a template bas@gogramming framework for a networked sensor system. We
runtime system [21]. DART, our runtime system, is extremel§ive a brief summary of our work on the Abstract Task
modular and consists of components which providleg and Graph (ATaG) [17], a programming language for specifying
play support for network protocols. We discuss it in detail ithe behavior of sensor networks and DART [21], the Data-

V. CURRENT STATUS OF OUR WORK

Section V-B. Driven ATaG Runtime that provides system level support to
. systems compiled from ATaG programs. Owing to shortage
C. Code Generation of space, we only provide short summaries of these before

Since the macroprograms are written without taking intdiscussing our most current ideas, which are in the area of
account of the actual topology and the node operating systerade-generatiofior ATaG programs. The reader is referred to
code generation is an essential part of system design dhe works referenced above for a more in-depth understgndin
implementationit should be understood that the compilatiorof ATaG and DART.
of macroprograms for networked sensing applications ig/ve
different from the kind of compilation performed by a standa
compiler like gccWe call this stegode generationsince the ~ The Abstract Task Graph (ATaG) provides mixed
result of this process is not binaries, but node-level protgg  declarative-imperative way of specifying networked sensing
that need to be compiled into binaries by traditional cosgil applications. The programmer needs to specify abstraks tas
like gcc andj avac. Note that we do not cover the issueghat produce or consume abstract data items. Both the tasks
in customizing the resulting code into node-specific biemri and channels connecting them to the data items are annotated
in our work. Also, although the issues discussed in thie exercise more control over the program. By mixed declar-
section are based on the abstract task graph model, tlddye and imperative programming, we mean the an ATaG
are also relevant in a broader perspective. A much more @rogram in created in two steps. First the designer specifies
depth analysis of these issues is presented in Section W@g abstract task graph (the declarative part), and the ATaG
since a full understanding of them needs the knowledge IB¥E generates glue code for the final app. The designer then
our programming language and runtime system, which aggecifies the actual code for each task in a high level largjuag
discussed in the next section. like Java or C, this being the imperative part. These tasks

Seen from a high level, the task of compiling an ATa@ill be fired as and when needed by the description of the
program is mainly a problem dfsk-allocation on a graph task graph. ATaG igrchitecture independent and the code-
given a set of constraints on energy etc.. Such problems h@g@neration process takes care of node specific issues. ATaG i
been solved extensively in operations-research literang also designed to beomposable- meaning that existing ATaG
versions of thefacility location problem, where a certain programs can easily be combined to create more complex
number of facilities (police stations) need to be placed rograms.

a terrain (city) so as to achieve certain optimization goals As an example, consider an ATaG programtiEmperature
(minimizing the maximum latency). The difference in a sens@nonitoring. Temperature readings from the entire network are
network context is that energy is a big issue. Further, sortebe collected every 30 minutes at a designasetinode The
mission critical applications (e.g., forest fire alarm sys} temperature gradient between every pair of neighboringsod
may value latency more than energy in certain situations. Ti$ to be monitored every minute, and an alarm notification is t
question to be answered by the compiler then is - how to plae raised immediately if the gradient exceeds 5 degreeuSelsi
the given tasks on these nodes to achieve all these goalFigiure 1 is a complete ATaG program for this application,
coverage, latency and energy efficiency? As discussed in wieich shows the types of tasks (ovals), types of data items
following section, the firing rules of tasks further complies (square rectangles) and their 1/O dependencies or channels
the problem. Another task to be performed during compitatidarrows). The annotations (shaded rectangles) indicae th
is that of protocol selection where the best protocol for eachtriggering conditions of tasks, and also where they are to be

node is selected. For example, the compiler needs to chogiantiated. The channels are annotated withititerest of
each task to a data item.

,rA. The Macroprogramming Language
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Fig. 3. Compiling an ATaG program for a particular networkdmgy

|

[ 1-hop A —local ] [ local ] [ local

all-nodes is responsible for initializing node-level services suchtlae
| Gradient | [AlarmEvent ] transceiver functionality, the protocols for topologyatisery,

etc., and then starting the initial set of application-ledasks.
The remainder of the execution is driven by the results of the
get Dat a() andput Dat a() calls made by the tasks, and
the data items arriving over the network interface for addit

B. The Runtime Support to the data pool.

Figure 2 is a high level overvieyv of the modular strucc  code Generation and Optimizations
ture of the Data-driven ATaG Runtime(DART). The overall ] . )
functionality is partitioned into a set of modules; wheretea Theinput of the code generation process consista)ofhe
module offers a well-defined interface to other modules @Pstract task graph representation of the application @nd
the system, and has complete ownership of the data and T network topology. In our proposed work, we shall use the
protocols required to provide that functionality. Gener_lc Modellmg Environmerj2] to create the task graph
that will be compiled onto the target network.

Fig. 1. An ATaG program for temperature monitoring

| Sensorg | [ Acuaos | For each node, theutput of the compiler will consist of the
L — . l code fora) The modules of the DART runtime system aod
UserTask UserTaskn The tasks to be instantiated on that particular node. Wadhte
T to use Javd! as our output language. The state of the art of
Application level the Java based sensor systems is discussed in Section Il.
e el . The actualnode-specific code generatiorstarts with a
N;“V‘l“"":;";:"]““;" g'f;‘i":;‘“'d AT“GM““"‘g”l syntax checkfollowed by schedulabilityfor tasks. Once the
omatn el | | oo P S'dff”d[k task allocatiorand theprotocol selectioris done, the DataPool
namespage, ctc. rencg counts | | Loor e B3 on each node is configured and the code is ready to be
) ! compiled using the Java compiler and be loaded on individual
NetworkStack Dispatcher nodes. Note that there is no deadlock detection during the
Jouing medium 4 (R oot compilation process. Figure 3 illustrates the compilatidn
protocols o the ATaG program of Figure 1 onto a network of 5 nodes,
LI where node 5 is designated as the root.

We now discuss in detail our work on the issues faced during

Fig. 2. The structure of the DART runtime system . .
this stage of the compilation process.

The ATaGManagerstores the information from the user-Protocol Selection:When programs are composed into more
specified ATaG program that is relevant to the particulmomplex programs, there might be a situation where a pro-
node. This includes task annotations such as firing rule atatol best suited for one may be completely antagonistic to
I/O dependencies, and the annotations of input and outple other’s goal. Formally speaking, the general version of
channels associated with the data items that are produtieid problem is: Givenm applicationsa,,as,...,a, and
or consumed by tasks on the nodzatapoolis responsible n protocolsps,ps,...,p, and a “reward”r(a,p) for each
for managing all instances of abstract data items that application-protocol pair, find the protocplthat maximizes
produced or consumed at the nodéetworkArchitectureis > 7(a;,p). The problem is a maximum finding problem
responsible for maintaining all information about the reatl and can be solved ifi(mn) time. The important problem is
virtual topology of the networkiNetworkStacks in charge of assigning appropriate values to the “reward” function.
communication with other nodes in the network, and manages-urther, considering the large memory capacity of our targe
the routing, medium access, and physical layer protocopdatform, we may actually be agreeable to having the codes
Dispatcheris responsible for disseminating data items thdbr multiple protocols in each node. The question then chang
are produced on the node to other nodes in the networktasone of switching to a certain protocol at certain times. Fo
specified in the ATaG program. In additionStartupmodule example, how does one make it so that when a fire breaks out,



all nodes help in routing that information to the base nodé, bfunctional compiler which can generate code from simple

work normally otherwise?
Scheduling and Priority Management:

ATaG programs (using a subset of the full list of primitives)
to be deployed on a JVM environment. The compiler will be

One of the goa's of ATaG is to make sure that a task thﬁva"able for download under the GNU Public Licence.

is fired runs to completion before another task dependent on
a data item produced by it fired. We model the task grapHl
as a tree rooted at the periodic task and assign priorities in
breadth-first manner. This approach works for relativatyde [
ATaG programs which have only one timer-triggered task, and
where all tasks are connected. This approach will not work
when ATaG programs areomposedby concatenating the
code of two ATaG programs. We are working on technique#l
to model this situation in order to assign priorities forkeef
composed ATaG programs. Another possible issue with sugh
schemes is due to the fact that the number of priorities in
JVM is fixed (10 in J2SE, for example). We are working on
developing adynamic priority assignment scherttet reuses
the “freed-up” higher priorities.

(7]

Task Allocation: Since the ATaG program does not placeig
any hard constraints on the placements of individual tasks,
it may seem to the novice compiler designer that tasks can
be placed arbitrarily. While this is true and will not affect
the correctness of the ATaG program, it has the potentidl
of severely hampering the performance of the system. The
reason lies in the spatial nature of all computing done oty
sensor networks. In the following section, we discuss some
open issues in theptimizationspossible during the task (1]
placement stage of the compilation process. Although our
current work does not focus dault tolerance we are aware

of work on networked sensing algorithms which incorporaféz]
fault tolerance [23]. We will utilize the techniques in outdire
work on compilation.

We believe that one of the important optimization goa§3]
while placing tasks isnergy-balance i.e. making sure that 14
all the nodes spend nearly the same energy during the applica
tions execution. This constraint leads to a hitherto-uieepl
version of the classicdiacility location problem where the [15)
traditional metrics have been latency and coverage. We have
some early results on allocating simple tasks on binar)stre[%]
and work is underway for exploring more complex graphs.

Another level of complexity is added in sensor networks bP/
the fact that the tasks exhilibmplex dependenciesn each [17]
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