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Progress

I 09/11 – Overview of information extraction

I 16/11 – Entities, relations...

I 23/11 – Coreference, linking...

I 30/11 – From IE to automated knowledge graph construction

I 07/12 – IE annotations

I 14/12 – IE in a specialty domain
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Today: Entities & relations

I Named entity recognition

↪→ task, formats, corpora, methods, tools, evaluation

I Relation extraction

I N-ary relation extraction
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Named entity recognition



“In December 1903 the Royal Swedish Academy of
Sciences awarded Marie and Pierre Curie, along with

Henri Becquerel, the Nobel Prize in Physics”

From spaCy:
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Named Entity Recognition (NER)

Detecting and categorizing mentions of
names according to the entity’s type
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Entity types

I MUC-7: Person, Organization, Location

I CoNLL-2003: Person (PER), Organisation (ORG), Location
(LOC), Miscellaneous (MISC)

I ACE 2004: Person (PER), Organization (ORG), Location
(LOC), Facility (FAC), Geo-Political Entity (GPE), Vehicles
(VEH), Weapon (WEA)

↪→ + Date, Product, Event, Money...
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Entity types: OntoNotes 5.0

PERSON People, including fictional
NORP Nationalities or religious or political groups
FACILITY Buildings, airports, highways, bridges, etc.
ORGANIZATION Companies, agencies, institutions, etc.
GPE Countries, cities, states
LOCATION Non-GPE locations, mountain ranges, bodies of water
PRODUCT Vehicles, weapons, foods, etc. (Not services)
EVENT Named hurricanes, battles, wars, sports events, etc.
WORK OF ART Titles of books, songs, etc.
LAW Named documents made into laws

DATE Absolute or relative dates or periods
TIME Times smaller than a day
PERCENT Percentage (including “%”)
MONEY Monetary values, including unit
QUANTITY Measurements, as of weight or distance
ORDINAL “first”, “second”
CARDINAL Numerals that do not fall under another type
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Encoding scheme for sequence labelling
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BIO & variants

I BIO: Begin, Inside, Outside

I IOB: Inside, Outside, Begin (if ambiguous)

I BILUO (=BILOU): Begin, Inside, Last, Unique, Outside

I BIOES: Begin, Inside, Outside, End, Single

I IOBES...
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BIO variants

John D. Smith arrived in Toronto yesterday
BIO B-PER I-PER I-PER O O B-LOC B-DATE
IOB I-PER I-PER I-PER O O I-LOC I-DATE

BILUO B-PER I-PER L-PER O O U-LOC U-DATE
BIOES B-PER I-PER E-PER O O S-LOC S-DATE
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“Marc graduated from Université Paris Cité”

Flat NER versus Nested NER
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“Marc graduated from Université Paris Cité”

Flat NER versus Nested NER
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Formats for nested NER: SGML

Inline:

Standoff:
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Formats for nested NER: brat standoff
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NER corpora

I CoNLL 2003 (English & German, news) → ≈20k sentences
per language

I ACE 2004 & ACE 2005 (nested, English / Chinese / Arabic,
multi-genre)

I Genia (nested, English, biomedical)

I OntoNotes (nested, English / Chinese / Arabic, multi-genre)

I WikiNER (automatic labelling, 9 languages, Wikipedia articles)
→ ≈200k sentences per language

I ...
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NER corpora for French

I ESTER (news transcripts)

I Quaero (nested)

I WiNER-fr (nested)

I French TreeBank

I WikiNER (automatic labelling)

I ...
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Methods for NER

I Regex: /[A-Z][a-z]* [A-Z][a-z]*/,
/\d\d-\d\d-\d\d\d\d/, /\W+, Inc./

I PoS tagging  feature PROPN

I Context: Gujibn Poehi says hi

I ...
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Recent methods for NER

w1 w2 w3 w4

embedding computation (LSTM, BiLSTM, BERT...)

classifier

CRF (Conditional Random Field) = global consistency

until 2016:

CRF alone

B-PER I-PER O B-LOC

 No more need for gazetteers

... but still useful when they exist? e.g. Wikipedia
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Another method: shift-reduce

Lample et al., 2016



Yet another method: CNN-NER

Yan et al., 2023



Pretrained tools for NER

I Stanford CoreNLP: Chinese, English, French, German,
Hungarian, Italian, Spanish

I spaCy: Catalan, Chinese, Croatian, Danish, Dutch, English,
Finnish, French, German, Greek, Italian, Japanese, Korean,
Lithuanian, Macedonian, Norwegian Bokmål, Polish,
Portuguese, Romanian, Russian, Slovenian, Spanish, Swedish,
Ukrainian

I Stanza: Afrikaans, Arabic, Armenian, Bulgarian, Chinese,
Danish, Dutch, English, Finnish, French, German, Hungarian,
Italian, Japanese, Kazakh, Marathi, Myanmar,
Norwegian-Bokmaal, Norwegian-Nynorsk, Persian, Polish,
Russian, Sindhi, Spanish, Swedish, Thai, Turkish, Ukrainian,
Vietnamese

I ...
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Evaluation metrics: precision, recall, F1-score

P =
TP

TP + FP

R =
TP

TP + FN

F1 =
2 · P · R
P + R
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Applying F1 to NER

Reference: B-PER I-PER O B-LOC O

Prediction: B-PER O O B-LOC I-LOC

B-PER I-LOC O I-PER O

B-PER B-PER O B-LOC O
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Micro-F1 and macro-F1

I Micro-average: compute all TP / FP / FN, then the metric

I Macro-average: compute TP / FP / FN for each class, then
the metrics, then average

PER ORG LOCATION macro

Precision 97.5 90.0 81.7 89.7
Recall 95.4 85.3 82.9 87.9
F1 96.4 87.6 82.3 88.8

↪→ Usually ignoring “MISC” or “Other” classes
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Match criteria for NER F1

I Strict: Both the boundaries and the entity type must be
correct.

I Boundaries: Entity type is not considered and boundaries
must be correct.

I Relaxed: A multi-token entity is considered correct if at least
one token is correctly typed (boundaries are ignored).

↪→ Always be specific!

Taillé et al., 2020



Liu & Ritter, 2023



Relation extraction



“Born in 1963, James graduated from Harvard
University and became a teacher there.”

Peng & Chen, 2020
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Relation Extraction (RE)

Classifying pairs of entities according to a
predefined set of relations
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Corpora

I CoNLL 2004

I ACE 2004, ACE 2005

I NYT (automatic labelling)

I TACRED

I DocRED (document-level)

I KBP37

I FewRel (few-shot)

I Semantic relation extraction corpora...
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Relation types: ACE

From Yao & Zhong



Relation types: SemEval-2010 Task 8

From Yao & Zhong



Hearst patterns (1992)

Generic grammatical patterns for the is-a relation:

I X and other Y

I X or other Y

I Y such as X

I Such Y as X

I Y including X

I Y , especially Y
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Complex lexico-syntactic patterns

 And when adding concepts: lexico-semantic patterns

From Sameer Singh



Bootstrapping: semi-supervision through patterns

I Start with a seed: high-precision patterns or high-confidence
triples

I Iterate:
• Search a large corpus for sentences containing known entity

pairs
• Extract patterns
• Filter with heuristics (frequency, precision...)
• Add to seed patterns and reapply to get new entity pairs
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Feature-based ML

From Sameer Singh



Classifying embedding pairs

Nguyen & Verspoor, 2019



Linguistically-informed neural models

Miwa & Bansal, 2016



N-ary relation extraction



“Yesterday, some demonstrators threw stones at
soldiers in Israeli.”

Chen et al., 2017
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A versatile formalism

I Trigger

I Arguments

I Roles

 Event extraction, frame-semantic parsing (FrameNet)...
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Corpora

I ACE 2005

I Genia

I ...

42



Encoding all 3 tasks with token pairs

Yan et al., 2023



See you next week!
first.last@inria.fr
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