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Progress

I 09/11 – Overview of information extraction

I 16/11 – Entities, relations...

I 23/11 – Coreference, linking...

I 30/11 – From IE to automated knowledge graph construction

I 07/12 – IE annotations

I 14/12 – IE in a specialty domain
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Today: Coreference & linking

I Coreference resolution

↪→ task & variants, formalism, corpora, methods, evaluation

I Entity linking
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Coreference resolution



From Towards AI



Coreference resolution (CR)

Detecting mentions referring to the same
entity (= same coreference chain)
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From Grobol, 2020



Mentions

Types of referring expressions:

I Names

I Pronouns

I Noun phrases

I ... any constituent?

I ... any part of a sentence?
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More examples

I Bill saw a unicorn. The unicorn had a golden mane.

I If Mary had a car, she would take me to work in it.

I I must write it down by the way you remind me of that.

From Grobol, 2020



Anaphora resolution 6= coreference resolution

Anaphoric expression = dependent on objects previously mentioned

I Every dancer twisted her knee.

I No dancer twisted her knee.

I We went to see a concert last night. The tickets were really
expensive.

I She doesn’t bike, though she owns one.

Non-anaphoric coreferences:
Emmanuel Macron is the French President since 2017. Macron
has been elected twice.

From Manning. From Grobol, 2020.



Anaphora and cataphora

If he had woken up earlier, Pete wouldn’t have
missed the bus.
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Multiple antecedent coreference

Josh saw Teresa yesterday. They spent at least two
hours together.
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Near-identity

I Laura lives in Croatia. It has joined the EU in 2013.

I John learned to speak at age 2. He married at 25.

I Pick a ripe, plump zucchini. Prepare it for the oven, cut it
into four pieces and roast it with thyme and smoked paprika
for 1 hour. Serve it with white rice and enjoy its sweet and
lightly spicy taste.
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Event coreference

Ted arrived late. This irritated Mary.

Fred damaged a garment. He stained a shirt.

From Danlos & Gaiffe, 2002. From Lu & Ng, 2021.



Formalizing coreference resolution

(Identify mentions then...)

I mention pairs: associate mentions with their antecedent

I entity-centric: affect each mention to the corresponding
entity

I mention-centric: clustering mentions

↪→ Not fully equivalent: singletons, biases, instability...
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Corpora for coreference resolution

I MUC-6 (1995)

I ACE 2004

I CoNLL 2012

I The Winograd Schema Challenge

I OntoNotes 5.0

I GAP (2018): Gender Ambiguous Pronouns

I ANCOR (2014): spoken French

I DEMOCRAT (2016): written French
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Winograd Schema (Winograd, 1972)

I She poured water from the pitcher into the cup until it was
full.

I She poured water from the pitcher into the cup until it was
empty.

I The city council refused the women a permit because they
feared violence.

I The city council refused the women a permit because they
advocated violence.

An alternative to the Turing test? (Levesque, 2013)

From Manning
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Methods for coreference resolution

I Latest mention heuristic... depending on the distance?

I String matching (head match, exact match, partial match...)

I Syntactic patterns

I Person/number/gender agreement

I Semantic similarity

I ...

↪→ Relevant both for rule-based methods and feature-based ML
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Hobbs’ naive(?) algorithm, 1976
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The pipeline approach for CR

I Mention detection: based on NER, a PoS tagger, a
constituency parser...

I Candidate filtering (heuristics, classifier...) – or keep all and
later discard singletons

I Mention pair scoring: heuristics, classifier, similarity over
neural representations...

I Clustering: usually agglomerative clustering (possibly with
more heuristics)
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End-to-end Neural Coreference Resolution (Lee et al., 2017)

From Manning



Other methods

I Reformulate antecedent search as question answering

I Word-level (represent mention pairs through their heads – with
contextual embeddings): Dobrovolskii, 2021

I Shift-reduce (over Transformer-based representations): Bohnet
et al., 2022
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Evaluation metrics: F1, F1 and F1

I MUC: precision/recall/F1 over the links (from a mention to its
closest antecedent)

I B3: average P/R over all (true) entities represented in the
cluster

I CEAF: best matching (CEAFm if mention-centric / CEAFe if
entity-centric) of reference/predicted clusters, then P/R/F1

I MELA (=CoNLL): weighted average of F1 from MUC, B3 and
CEAFe

I BLANC (2011): F1 over all coreferring mention pairs +
non-coreferring mention pairs

I LEA (2016): average (weighted by entity size) of P/R over
intra-entity mention pairs
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B3

From Manning



Entity linking



Alberto Parravicini, 2019



Entity linking (EL)

Mapping entity mentions in text to entities in
a knowledge base
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Comparison with CR

I Mentions: names (named entity linking, NEL), sometimes with
nominal mentions. Not possessives.

I Similar issues: near-identity...

I Singleton ←→ unlinkable mentions
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Wikidata

From Möller et al., 2021



Corpora for entity linking

I AIDA-CoNLL (extension of CoNLL 2003, 27k mentions)

I MSNBC (English, no unlinkable)

I AQUAINT (English, no unlinkable)

I ACE (extension of ACE 2004)

I TAC KBP (Knowledge Base Population) Entity Linking
(English / Chinese / Spanish, news)

I TAC KBP Entity Discovery and Linking (English / Chinese /
Spanish, news, 50k mentions)

I LORELEI language packs (multilingual, low-resourced
languages)

I WikiAnn (282 languages, automatic labelling)
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Methods for entity linking

I String matching or similarity

I Popularity-based heuristics (number of inlinks)

I Knowledge matching: facts in sentence ↔ facts in knowledge
base

I Feature-based ML to classify unlinkable mentions
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The pipeline approach for EL

From Sevgili et al., 2022



Entity ranking

From Sevgili et al., 2022



Global (collective) entity linking

From Sevgili et al., 2022



End-to-End Neural Entity Linking (Kolitsas et al., 2018)

33



34



See you next week!
first.last@inria.fr
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