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April 8, 2024





Preface

These lecture notes were written for the course NM497 A posteriori error estimates for
efficiency and error control in numerical simulations held at the Sorbonne University
(previously Université Pierre et Marie Curie) in the spring semester, academic year 2010/2011
and for the course NMNV464 A posteriori numerical analysis based on the method
of equilibrated fluxes held at the Faculty of Mathematics and Physics, Charles University,
Prague, academic year 2011/2012. Many ideas were taken from the existing books on the
subject, namely those of Verfürth [93], Ainsworth and Oden [6], Babuška and Strouboulis [13],
Neittaanmäki and Repin [75], Han [63], and Repin [85] and also from recent literature. The
principal idea can be traced back to at least Prager and Synge [81] but the presentation
is rather independent and done along the lines of the recent work of the author and his
collaborators. The material of Chapters 1–8 is presented as self-contained and with as much
details as possible; Chapters 9–13 then give an outlook into more complex applications with
only the main ideas presented; the details can be found in the cited literature.





Introduction

A large number of environmental and physical phenomena is described by partial differential
equations. Unfortunately, in the vast majority of cases, it is not possible to find the analytical,
exact solutions of these equations. Then numerical methods, mathematically-based algorithms
evaluated with the aid of computers, are used as simulation tools.

Numerical methods typically only deliver approximate solutions, functions defined in some
finite-dimensional spaces, different from the exact solutions. Then two extremely important
questions are:

1. How large is the overall error between the exact and approximate solutions?

2. Where in space and in time is the error localized?

Answers to these two questions may be crucial in building bridges and dams, constructing
cars and planes, advanced health care techniques, drugs conception, population dynamics
simulations, economic and financial predictions, weather forecast, drilling oil and natural gas,
depollution of soils and oceans, etc., as a decision is often taken on the basis of the numerical
simulation result.

Taking this reflection one step further, the ultimate goal in scientific computing is to design
algorithms such that:

1. a precision, given before the simulation start, is attained at the end of the simulation
(precision attainment);

2. as small as possible amount of computational work is needed (efficiency).

The purpose of these lecture notes is to introduce the theory of a posteriori error estimation.
In particular, the estimates presented in these lecture notes

i) give a fully computable upper bound on the overall error between the unknown exact
solution and the known approximate numerical approximation (error control);

ii) predict the error at each simulation time and in each part of the simulation domain
(error localization),

so that they can give answers to the questions 1.–2. above. Moreover, these estimates

i) enable to distinguish and estimate separately the different error components (error com-

ponents identification and separation);

ii) allow to adjust optimally the calculation parameters during the simulation (adaptivity),

which leads to algorithms satisfying the properties 1. – 2. above. We develop them in a
unified framework, applicable to all standard numerical methods.
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Chapter 1

Partial differential equations,
numerical methods, and error
estimation

We give in this chapter examples of partial differential equations, recall the principle of nu-
merical methods, and introduce the concept of a posteriori error estimation. In view of our
interest in numerical methods, we suppose that Ω ⊂ Rd, d ≥ 1, is an open polytope (polygon
for d = 2 and polyhedron for d = 3) throughout these lecture notes; Ω is thus open, bounded,
and connected.

1.1 Examples of partial differential equations

We give here several examples of model partial differential equations.

f > 0

W

Figure 1.1: A room with a heater
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f > 0

W

Figure 1.2: Underground with a water well

1.1.1 The Laplace equation

The Poisson problem for the Laplace equation consists in finding, for a given function f : Ω →
R, the function u : Ω → R such that

−∆u = f in Ω, (1.1a)

u = 0 on ∂Ω, (1.1b)

where ∆ stands for the Laplacian,

∆v :=

d∑
i=1

∂2xi
v.

Let us mention two examples of physical phenomena modeled by the system (1.1a)–(1.1b):

Example 1.1.1 (Heat flow). Let Ω be a parallelepiped representing a room, see Figure 1.1. Let
f be a function which is zero everywhere in Ω except of the small box indicated, which represents
the source of the heat (heater). Then u stands for the heat (temperature) in the room Ω. More
precisely, in practice, we switch the heater on at some moment, then the temperature u will
start to increase, but will eventually reach an equilibrium, steady state. Model (1.1a)–(1.1b)
describes precisely this equilibrium. Let us also remark that (1.1b) means that we suppose that
the temperature at the walls of the room (on the boundary of Ω) is zero.

Example 1.1.2 (Underground water flow). Suppose that Ω represents a part of the under-
ground as in Figure 1.2. In this model, u represents the so-called piezometric head, and
σ := −∇u is the Darcy velocity of the underground water flow. The function f then stands
for the sources: a water well in the present context.

1.1.2 The advection–diffusion–reaction equation

The problem (1.1a)–(1.1b) only contains the Laplace operator ∆, describing diffusion. More
precisely, diffusion can be modeled by a term −∇·(K∇u), where ∇ stands for the gradient,

∇v := (∂x1v, . . . , ∂xd
v)t,
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∇· for the divergence,

∇·v =
d∑
i=1

∂xiv
i,

and where the diffusion–dispersion tensor K : Ω → Rd×d describes the size and orientation
of the diffusive effects. Let an advective vector field w : Ω → Rd and a reaction function
r : Ω → R be given. Enriching (1.1a)–(1.1b) by the corresponding advection and reaction
effects, we obtain the advection–diffusion–reaction problem: find the function u : Ω → R such
that

−∇·(K∇u) +∇·(wu) + ru = f in Ω, (1.2a)

u = 0 on ∂Ω. (1.2b)

Example 1.1.3 (Contaminant transport). Suppose that Ω represents a part of the underground
as in Figure 1.2. In contrast to Example 1.1.2, f is here the source of a pollution of Ω
by some contaminant, whose concentration in Ω is given by the unknown function u. Then
equation (1.2a) says that the contaminant is diffused with an intensity and orientation given
by the diffusion–dispersion tensor K, advected by the velocity field w, and undergoes a reaction
described by the reaction function r.

1.1.3 The Stokes equation

Let a source function f : Ω → Rd (a vector here) be given. The Stokes problem consists in
finding the vector function u : Ω → Rd and the scalar function p : Ω → R such that

−∆u+∇p = f in Ω, (1.3a)

∇·u = 0 in Ω, (1.3b)

u = 0 on ∂Ω; (1.3c)

by −∆v, we understand the componentwise Laplacian,

(−∆v)i := −∆vi i = 1, . . . , d.

In contrast to (1.1a)–(1.1b) and to (1.2a)–(1.2b), (1.3a)–(1.3c) is a system of equations: we are
looking for a d-component vector u and, simultaneously, for the scalar p.

Example 1.1.4 (Stokes flow). The description of water flow by equations (1.1a)–(1.1b) pre-
sented in Example 1.1.2 may not be sufficiently precise in many cases. Then, the Stokes
model (1.3a)–(1.3c) can be used, with u standing for the water velocity and p for the water
pressure.

1.1.4 The heat equation

The models presented so far in Sections 1.1.1–1.1.3 all describe a steady state phenomenon.
Let now a final simulation time T > 0 be given and consider an unsteady problem on the time
interval (0, T ): for a given source function f : Ω× (0, T ) → R and for a given initial condition
u0 : Ω → R, find the space–time function u : Ω× (0, T ) → R such that

∂tu−∆u = f in Ω× (0, T ), (1.4a)

u = 0 on ∂Ω× (0, T ), (1.4b)

u(·, 0) = u0 in Ω. (1.4c)
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Example 1.1.5 (Heat problem). Let, as in Example 1.1.1, Ω be a parallelepiped representing
a room, see Figure 1.1. Then (1.4a)–(1.4c) describes the unsteady heat flow. In contrast to
Example 1.1.1, we can trace the evolution of the temperature u over the time interval (0, T ).
The initial condition u0 describes the initial temperature in the room.

1.1.5 The nonlinear Laplace equation

The models presented so far in Sections 1.1.1–1.1.4 all describe a linear phenomenon. Let us
now consider an example of a nonlinear problem. Let a : R+ → R be a given nonlinear function.
Typically, a(x) = xp−2 for some real number p ∈ (1,+∞). Let σ : Rd → Rd take the form

σ(ξ) = a(|ξ|)ξ ∀ξ ∈ Rd, (1.5)

where |·| is the Euclidean norm in Rd. Then, for a given source function f : Ω → R, the
nonlinear Laplace problem consists in looking for u : Ω → R such that

−∇·σ(∇u) = f in Ω, (1.6a)

u = 0 on ∂Ω. (1.6b)

Example 1.1.6 (Nonlinear underground water flow). The problem (1.6a)–(1.6b) represents,
for instance, the extension of the model problem of Example 1.1.2 which takes into account the
nonlinear dependence of the Darcy velocity on the pressure head gradient ∇u. Note that (1.6a)–
(1.6b) and (1.1a)–(1.1b) coincide, for a(x) = xp−2, when p = 2.

1.2 Numerical methods

For all the model problems presented in Sections 1.1.1–1.1.5, it is typically impossible to find
the exact solution (u or the couple (u, p)). Thus, numerical methods are used to find an
approximate solution. Such methods rely on a notion of a spatial mesh, a partition of the
domain Ω into elements that we call K. Herein, we suppose that the elements K are simplices
(triangles in two space dimensions and tetrahedra in three space dimensions). We also suppose
that the intersection of two elements K and K ′ is either an empty set, their common vertex,
or their common d′-face, d′ = 1, . . . , d − 1 (i.e., edge in two space dimensions and an edge
or a face in three space dimensions). The letter h stands for the maximal diameter of the
elements and Th for the mesh itself. For evolutive problems such as the heat problem of
Section 1.1.4, we will also introduce the temporal mesh of the time interval (0, T ), consisting
of intervals with the maximal size (time step) τ . For each discrete time tn, 0 ≤ n ≤ N , there
is possibly a different mesh T n

h . We will typically denote the approximate solutions uh for the
problems (1.1a)–(1.1b), (1.2a)–(1.2b), and (1.6a)–(1.6b), by uhτ for the problem (1.4a)–(1.4c),
and by (uh, ph) for the problem (1.3a)–(1.3c).

1.3 A priori error estimates

Traditionally, the quality of numerical solutions is expressed with the aid of a priori error
estimates. These estimates have typically, for steady problems, the form

|||u− uh||| ≤ Chk, (1.7)

where C > 0 and k > 0 are constants and ||| · ||| is some norm. We recall that u is the
exact solution, uh the approximate solution, and h the mesh size. Typically a system of
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linear algebraic equations needs to be solved in order to obtain uh and we suppose in (1.7)
that this linear system was solved “exactly” (say to machine precision). It can be concluded
from (1.7) that the error between u and uh goes to zero as h goes to zero (with the order k),
which justifies the numerical method in question: when we refine the mesh Th (decrease the
maximal element size h) or improve the precision of the numerical method (increase the order
k), the approximate solution approaches the exact one. Unfortunately, the constant C in (1.7)
typically depends on the exact solution u, C = C(u), and is unknown. Thus, the quantity Chk

cannot be evaluated in practice and one cannot obtain a computable upper bound on the error.
In particular, property i) from the Introduction cannot be achieved. For unsteady problems,
the equivalent of (1.7) is

|||u− uhτ ||| ≤ C(hk + τ l), (1.8)

where C > 0, k > 0, and l > 0 and ||| · ||| is some space-time norm. This justifies the numerical
method in question when spatial and temporal approximations are simultaneously improved.
Remark finally that either Chk or C(hk + τ l) can in fact be evaluated prior to the calculation,
without the knowledge of uh or uhτ , whence the name of this estimate.

1.4 A posteriori error estimates

A posteriori error estimates aim at giving bounds on the error between the known numerical
approximation and the unknown exact solution that can be computed in practice, once the
approximate solution is known. For a steady problem, they typically take the form

|||u− uh||| ≤

∑
K∈Th

ηqK


1
q

, (1.9)

where ηK = ηK(uh) is a quantity linked to the mesh element K ∈ Th, computable from uh.
For unsteady problems, the typical form is

|||u− uhτ ||| ≤


N∑
n=1

∑
K∈T n

h

(ηnK)q


1
q

. (1.10)

Here ηnK = ηnK(uhτ ) is a quantity linked to the discrete time tn and the mesh element K ∈ T n
h ,

computable from uhτ . The most common choice for q in (1.9) and (1.10) is q = 2. The
quantities ηK and ηnK are called element estimators. Often, it is supposed that uh and uhτ are
obtained as “exact” (up to machine precision) solutions of the corresponding linear systems.
We will follow such an approach in Chapters 7–12, but one of the purposes of these lecture
notes is to show that this assumption can be lifted; we will do so in Chapter 13.

One may formulate the following six properties describing an optimal a posteriori error
estimate:

i) ensure that (1.9) or (1.10) holds and that ηK or ηnK are fully computable from uh or uhτ
(guaranteed upper bound);

ii) for steady problems, ensure that for all K ∈ Th, ηK represents a lower bound for the
actual error in the vicinity of K, up to a generic constant: this means that there exists
a constant C > 0 such that

ηK ≤ C|||u− uh|||TK
∀K ∈ Th, (1.11)
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where TK stands for the element K and its neighbors (local efficiency); for unsteady
problems, ensure that there exists a constant C > 0 such that ∑

K∈T n
h

(ηnK)q


1
q

≤ C|||u− uhτ |||(tn−1,tn] ∀1 ≤ n ≤ N (1.12)

(local-in-time and global-in-space efficiency);

iii) ensure that the effectivity index, given respectively as

Ieff :=

{∑
K∈Th η

q
K

} 1
q

|||u− uh|||
or Ieff :=

{∑N
n=1

∑
K∈T n

h
(ηnK)q

} 1
q

|||u− uhτ |||
(1.13)

i.e., as the ratio of the estimated and actual error, goes to one as the computational
effort grows (asymptotic exactness);

iv) guarantee the three previous properties independently of the parameters of the problem
and of their variation (robustness);

v) give estimators ηK and ηnK which can be evaluated locally (only performing calculations
in the element K or in its neighborhood TK) (small evaluation cost);

vi) distinguish and estimate separately the different error components (error components
identification).

Property i) above allows to give a truly computable upper bound on the unknown error
|||u− uh||| or |||u− uhτ ||| and thus the error control in the sense of property i) of the Introduc-
tion. Property ii) enables to predict the error localization in the sense of property ii) of the
Introduction. In particular, for steady problems, it allows to detect the areas of the compu-
tational domain Ω where the error is large, so that one can concentrate more effort therein.
Typically, the mesh is refined in such areas, leading to the so-called concept of adaptive mesh
refinement. The result (1.12) for unsteady problems is somewhat less satisfactory as it justifies
theoretically the localization of the error in time but not in space, but seems to be the best
currently available. Property iii) ensures the optimality of the upper bound; if the error is
quite small and the estimator predicts a large value, it may still satisfy properties i) and ii)
but is probably not too useful as it overestimates highly the error. Property iv) is one of
the most important in practice. In real-life problems, parameters and coefficients such as the
domain size and shape, final simulation time, diffusivity, reactivity, advection, or the size of
the nonlinearity (respectively Ω, T , the tensor K, the function r, the field w, and the func-
tion a from Section 1.1) may be large or small or vary over several degrees of magnitude; an
estimator satisfying property iv) ensures that its results will be equally good in all situations.
Next, property v) guarantees that the computational cost needed for the evaluation of the
estimators ηK or ηnK will be much smaller than the cost required to obtain the approximate
solution uh or uhτ itself (recall that usually some kind of a global problem needs to be solved
in order to obtain the approximate solution uh and one such a problem needs to be solved at
each time step for implicit time discretizations of unsteady problems to obtain uhτ ).

Finally, the numerical error |||u − uh||| or |||u − uhτ ||| typically consists of several error
components. The first one is the discretization error. For steady problems, the discretization
error coincides with the spatial discretization error; for unsteady problems, the discretization
error is split into the spatial discretization error and the temporal discretization error. These
result respectively from the approximation properties of the numerical scheme and time step-
ping procedure on the current spatial and temporal meshes. Another typical error component
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is the algebraic error, linked to the imprecision in the solution of the associated systems of
linear algebraic equations by an algebraic solver. For nonlinear problems, the linearization
error, linked to incomplete convergence of iterative linearizations such as the fixed-point or the
Newton method, arises equally. Property vi) is essential for the identification of these different
error components and for entire adaptivity, relying on all adaptive mesh refinement, adaptive
time step choice, and adaptive stopping criteria for algebraic and linearization solvers. It is at

the heart of satisfaction of the properties i) and ii) of the Introduction.

We will show in the rest of these lecture notes how to derive a posteriori error estimates
satisfying as much as possible and as well as possible the six optimal properties i)–vi) for the
model problems of Section 1.1.





Chapter 2

The Laplace equation in one space
dimension

Let us, for the sake of clarity, start with the Laplace equation of Section 1.1.1 in one space
dimension, i.e., with Ω being an interval. Many concepts will be clear form this simple model
case.

Let f ∈ L2(Ω). Rewriting (1.1a)–(1.1b) for d = 1 gives

−u′′ = f in Ω, (2.1a)

u = 0 on ∂Ω. (2.1b)

Let us first recall that (2.1a)–(2.1b) does not have a classical solution (i.e., u ∈ C2(Ω)) in
general; existence and uniqueness of a solution to (2.1a)–(2.1b) can be ensured using the
so-called variational formulation. In order to state it, we first need to recall a fundamental
function space, the space H1

0 (Ω). We follow [61].

2.1 The space H1
0(Ω)

Let us recall that the space D(Ω) is the space of functions from C∞(Ω) with a compact support
in Ω. We first need to introduce the following concept:

Definition 2.1.1 (Weak derivative). Let a function v : Ω → R be given. We say that v admits
a weak derivative if

1. v ∈ L2(Ω);

2. there exists a function w : Ω → R such that

(a) w ∈ L2(Ω);

(b) (v, φ′) = −(w,φ) ∀φ ∈ D(Ω).

The function w is called the weak derivative of v. We use the notation v′ = w.

Definition 2.1.2 (The space H1(Ω)). The space H1(Ω) is the space of all the functions which
admit a weak derivative.

Let us recall from [61] that H1(Ω) is a Hilbert space for the scalar product (u, v)H1(Ω) :=

(u, v) + (u′, v′) and that H1(Ω) ⊂ C0(Ω). This last property enables the following definition:

Definition 2.1.3 (The space H1
0 (Ω)). The space H1

0 (Ω) is the space of functions v ∈ H1(Ω)
such that v|∂Ω = 0.
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2.2 Variational formulation

We are now ready to state the variational formulation of (2.1a)–(2.1b):

Definition 2.2.1 (Variational formulation of (2.1a)–(2.1b)). Find u ∈ H1
0 (Ω) such that

(u′, v′) = (f, v) ∀v ∈ H1
0 (Ω). (2.2)

Recall from [61] that there exists a unique solution of (2.2) by the Riesz representation
theorem (or by the Lax–Milgram theorem).

Definition 2.2.2 (Flux). Let u be the solution of (2.2). Set

σ := −u′. (2.3)

We will call σ the flux.

Theorem 2.2.3 (Properties of the weak solution u of (2.2)). Let u be the solution of (2.2)
and σ the flux given by (2.3). Then

u ∈ H1
0 (Ω), σ ∈ H1(Ω).

Additionally,

u ∈ C0(Ω), σ ∈ C0(Ω)

and

σ′ = f.

Proof. We have u ∈ H1
0 (Ω) by the definition (2.2) and H1

0 (Ω) ⊂ C0(Ω), so that the result
for u is immediate. Let us next show that σ ∈ H1(Ω). For this, we need to verify the three
conditions of Definition 2.1.1 for σ. Recalling that σ is the weak (and not the classical!)
derivative of u (with a minus sign), we know that σ ∈ L2(Ω), i.e., property 1 is satisfied.
The function f is the natural candidate for the weak derivative of σ. As f ∈ L2(Ω) by our
assumption, property 2a is satisfied. Finally, we deduce from (2.2), using that D(Ω) ⊂ H1

0 (Ω),
that

(σ, φ′) = −(f, φ) ∀φ ∈ D(Ω) (2.4)

which is nothing but 2b, so that σ admits the weak derivative f and thus σ ∈ H1(Ω). The
fact that σ ∈ C0(Ω) then follows by the inclusion H1(Ω) ⊂ C0(Ω).

Remark 2.2.4 (Theorem 2.2.3). Recall that (2.1a)–(2.1b) is a model for heat flow or for
underground water flow, see Examples 1.1.1 and 1.1.2. In these applications, it is physical
to have the continuity of u (temperature, pressure): these quantities naturally vary without
jumps (it is hard to imagine that the temperature between the heater and the surrounding air
in Figure 1.1 varies in a discontinuous way). Similarly, the heat or water flux σ is a quantity
which is naturally and physically continuous. Let the domain Ω be divided into two parts Ω1

and Ω2. Then the heat flow which flows out from Ω1 to Ω2 has to be equal to the heat flow
which flows in to Ω2 from Ω1. Theorem 2.2.3 says that in the one-dimensional model given
by the variational formulation (2.2), these properties are perfectly maintained. Remark that
this is by no means evident at a first sight, especially for the flux σ. Remark finally that,
fortunately enough, the same situation is repeated in the proper functional setting in multiple
space dimensions, see Theorem 7.1.3 below.
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2.3 The finite element method

Let us now introduce the finite element method for approximating the solution of (2.1a)–(2.1b).

Let Th be a mesh of Ω, i.e., a division of the interval Ω into subintervals noted as K. Let
Pk(K) stand for the set of polynomials of total degree less than or equal to k on the element
K ∈ Th. Let, finally,

Vh := {vh ∈ C0(Ω); vh|K ∈ Pk(K) ∀K ∈ Th; vh|∂Ω = 0}. (2.5)

The formulation of the finite element method is deduced from (2.2). It reads:

Definition 2.3.1 (Finite element method for (2.1a)–(2.1b)). Find uh ∈ Vh such that

(u′h, v
′
h) = (f, vh) ∀vh ∈ Vh. (2.6)

Recall that the existence and uniqueness of uh follows by the same arguments as that
of (2.2). In analogy with Definition 2.2.2, we introduce:

Definition 2.3.2 (Approximate flux). Let uh be the solution of (2.6). We will call

−u′h (2.7)

the approximate flux.

The following theorem should be compared to Theorem 2.2.3:

Remark 2.3.3 (Properties of the finite element solution uh of (2.6)). Let uh be the solution
of (2.6). Then

uh ∈ H1
0 (Ω), −u′h ̸∈ H1(Ω) in general.

Consequently,

uh ∈ C0(Ω), −u′h ̸∈ C0(Ω), and (−u′h)′ ̸= f in general.

Indeed, the fact that uh ∈ H1
0 (Ω) ∩ C0(Ω) follows from the fact that Vh ⊂ H1

0 (Ω) ∩ C0(Ω),
whereas the facts that −u′h ̸∈ H1(Ω), −u′h ̸∈ C0(Ω), and (−u′h)′ ̸= f in general (recall that u′h
is not the classical but the weak derivative in the sense of Definition 2.1.1) are evident from
Example 2.3.4 and Figure 2.1 below.

Example 2.3.4 (Exact and approximate solutions properties). We illustrate here Remark 2.3.3
on a simple example. Consider (2.1a)–(2.1b) with Ω = (0, 1) and f = π2 sin(πx). Then it is
easy to see that the solution of (2.2) is u = sin(πx). This solution, as well as the solution uh
of (2.6) for k = 1, are plotted in the left part of Figure 2.1, as an illustration of the fact that
u, uh ∈ H1

0 (Ω) and u, uh ∈ C0(Ω). The continuity of the exact solution is maintained by the
finite element method. The weak derivatives of both u, uh (i.e., the fluxes σ, −u′h multiplied
by minus one) are then plotted in the right part of Figure 2.1. We have u′ ∈ H1(Ω) and
u′ ∈ C0(Ω) by Theorem 2.2.3. This property is, however, not repeated on the discrete level for
the finite element method anymore, as Remark 2.3.3 states.
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Figure 2.1: Exact and approximate solutions (left) and exact and approximate fluxes (right)

2.4 Energy norm and dual norms

A primordial question for measuring the distance between u and uh is the choice of the norm
(||| · ||| in (1.7) and (1.9)). A prominent role between all different possibilities is played by the
energy norm: this is the norm induced by the scalar product in (2.2):

|||u− uh||| := ∥(u− uh)
′∥L2(Ω). (2.8)

Below, we will use the simplified notation ∥·∥ := ∥·∥L2(Ω), dropping the index L2(Ω). This
norm admits the following useful characterization:

Theorem 2.4.1 (Energy norm for (2.1a)–(2.1b) as a dual norm). Let v ∈ H1
0 (Ω). Then

∥v′∥ = sup
φ∈H1

0 (Ω); ∥φ′∥=1

(v′, φ′). (2.9)

Proof. First remark that the proof in the case v′ = 0 is trivial. Suppose that v′ ̸= 0. We will
proceed in two steps.

Step 1. Proof of (2.9) with the sign ≤.

By the properties of the L2(Ω) scalar product, there holds

∥v′∥2 = (v′, v′).

Thus

∥v′∥ =

(
v′,

v′

∥v′∥

)
.

Set w := v
∥v′∥ and remark that w ∈ H1

0 (Ω) and that ∥w′∥ = 1. Thus, passing to a supremum,
we get

∥v′∥ = (v′, w′) ≤ sup
φ∈H1

0 (Ω); ∥φ′∥=1

(v′, φ′).

Step 2. Proof of (2.9) with the sign ≥.

Using the Cauchy–Schwarz inequality, we can bound from above the supremum in (2.9),

sup
φ∈H1

0 (Ω); ∥φ′∥=1

(v′, φ′) ≤ sup
φ∈H1

0 (Ω); ∥φ′∥=1

{∥v′∥∥φ′∥} = ∥v′∥.
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Figure 2.2: Exact, approximate, and reconstructed fluxes

Remark 2.4.2 (Dual norm). The term appearing on the right-hand side of (2.9) is a typical
example of a dual norm of the function v.

2.5 Flux reconstruction

From Theorem 2.2.3 and Remark 2.3.3 and Example 2.3.4, we see that the approximate flux
−u′h is nonphysical. We will thus introduce its “correction”, a flux reconstruction (or a recon-
structed flux) σh:

Definition 2.5.1 (Flux reconstruction). Let uh be the solution of (2.6). We will call the flux
reconstruction any function σh constructed from uh which satisfies

σh ∈ H1(Ω). (2.10)

We refer to Figure 2.2 for an example of a flux reconstruction σh in the context of Exam-
ple 2.3.4.

2.6 A first a posteriori error estimate

With the notion of the flux reconstruction of Definition 2.5.1 and of the characterization of
the energy norm of Theorem 2.4.1, we will now give our first a posteriori estimate on the
error between u, the unknown solution of (2.2), and uh, the known solution of (2.6). The last
ingredient that we need is the Friedrichs inequality:

∥φ∥ ≤ hΩ
π

∥φ′∥ ∀φ ∈ H1
0 (Ω). (2.11)

Theorem 2.6.1 (A first a posteriori error estimate). Let u be the weak solution given by
Definition 2.2.1. Let uh be its finite element approximation given by Definition 2.3.1. Let
finally σh be a flux reconstruction following Definition 2.5.1. For any K ∈ Th, define the
residual estimator by

ηR,K :=
hΩ
π

∥f − σ′h∥K (2.12)

and the flux estimator by
ηF,K := ∥u′h + σh∥K . (2.13)
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Then

∥(u− uh)
′∥ ≤

∑
K∈Th

η2R,K


1
2

+

∑
K∈Th

η2F,K


1
2

.

Proof. Recall Theorem 2.4.1, where we set v := u − uh. Let φ ∈ H1
0 (Ω) with ∥φ′∥ = 1 be

fixed. Using the characterization (2.2) of the weak solution, we have

((u− uh)
′, φ′) = (f, φ)− (u′h, φ

′).

Adding and subtracting (σh, φ
′) and using the Green theorem (σh, φ

′) = −(σ′h, φ), we have

((u− uh)
′, φ′) = (f, φ)− (u′h, φ

′) + (σh, φ
′)− (σh, φ

′) = (f − σ′h, φ)− (u′h + σh, φ
′).

We now bound the two above-resulting terms separately. The Cauchy–Schwarz inequality
immediately gives for the second one

−(u′h + σh, φ
′) ≤ ∥u′h + σh∥∥φ′∥ =

∑
K∈Th

η2F,K


1
2

,

where we have used the fact that ∥φ′∥ = 1. The first term is then bounded using the Cauchy–
Schwarz inequality, the Friedrichs inequality (2.11), and the fact that ∥φ′∥ = 1 as

(f − σ′h, φ) ≤ ∥f − σ′h∥∥φ∥ ≤ ∥f − σ′h∥
hΩ
π

∥φ′∥ =

∑
K∈Th

η2R,K


1
2

.

Combining the above developments gives the desired result.

Remark 2.6.2 (Theorem 2.6.1). Theorem 2.6.1 gives our first a posteriori error estimate
which clearly satisfies property i) of Section 1.4. Moreover, it may be noted that it is quite
general, as it in fact holds true for an arbitrary uh ∈ H1

0 (Ω) (remark that the fact that uh
solves (2.6) was used nowhere in the proof of Theorem 2.6.1). Unfortunately, this result is not
fully optimal in the sense that the other properties of Section 1.4 are difficult to satisfy. This is
related to the fact that ηR,K given by (2.12) features hΩ, the diameter of the whole domain Ω.
We will see below in Section 7 how the estimator ηR,K can be improved to contain hK instead
of hΩ, which is a much smaller quantity. We will then be able to satisfy most of the optimal
properties of Section 1.4. We finally remark that the estimates of the style of Theorem 2.6.1
are those which are developed in the books by Neittaanmäki and Repin [75] and Repin [85].
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Simplicial meshes

We summarize here all the notation concerning the meshes Th used in these lecture notes.
Recall that Th is a simplicial partition of the polytope Ω, i.e., ∪K∈ThK = Ω, any K ∈ Th is a
closed simplex, and the intersection of two different simplices is either empty, a vertex, or an
l-dimensional face, 1 ≤ l ≤ d− 1.

3.1 Mesh elements

In the context of mesh refinement, we shall consider sequences or families of meshes {Th}h.
We then suppose that these are shape regular in the sense that there exists a constant κT > 0
such that, for all triangulations Th, maxK∈Th hK/ϱK ≤ κT , where hK is the diameter of K
and ϱK is the diameter of the largest ball inscribed in K. In one space dimension, hK = ϱK ,
so that any mesh is shape-regular. In two space dimensions, shape regularity simply means
that the smallest angle in any mesh Th is uniformly bounded away from zero. Thus, we do not
consider so-called anisotropic meshes. On the other hand, shape-regular meshes can be highly
graded; for instance, the meshes of Figures 8.4 and 8.5 below are shape-regular. Let K ∈ Th.
The outward unit normal vector to K is denoted by nK .

3.2 Mesh faces; jumps, and averages

We denote by Eh the (d − 1)-dimensional faces of the mesh Th, i.e., vertices in one space
dimension, edges in two space dimensions, and faces in three space dimensions. We shall
shortly speak about faces for any space dimension where there shall arise no confusion. The
set Eh is decomposed into E int

h , the faces lying in the interior of Ω, and Eext
h , the faces lying on

the boundary of Ω. To each face e ∈ Eh, we associate a unit normal vector ne; the orientation
of ne is arbitrary for e ∈ E int

h and coincides with the outward unit normal vector nΩ of Ω for
e ∈ Eext

h . Let a face e ∈ E int
h , e = K ∩ K ′ such that ne points from K towards K ′, and a

sufficiently regular function v be given. We define the jump and average of v on e respectively
as

[[v]]e := (v|K)|e − (v|K′)|e, (3.1)

{{v}}e := 1
2((v|K)|e + (v|K′)|e). (3.2)

We set [[v]]e := v|e and {{v}}e := v|e for e ∈ Eext
h . This choice for [[v]]e and {{v}}e on the boundary

of Ω is made so as to naturally appear in broken Green formulas, see (4.15) below. Later, we
will simply use the notation [[v]] and {{v}}. For K ∈ Th, EK denotes the set of faces of K.
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3.3 Mesh vertices

We denote the set of vertices by Vh and decompose it into interior vertices V int
h and vertices

lying on the boundary Vext
h . For a vertex a ∈ Vh, we will use the notation Ta for the patch of

the elements of Th which share a, and ωa the corresponding polytopic subdomain. Then ψa is
the continuous, piecewise affine “hat” function which takes value 1 at the vertex a and zero
at the other vertices. For K ∈ Th, VK denotes the set of vertices of K.

3.4 Various sets of elements and faces

In addition to the above basic notation, we will in particular in Sections 8.2 and 8.3 need some
more sets of elements and faces. For all K ∈ Th, we let TK denote all the elements in Th
sharing at least a vertex with K. Similarly, EK stand for all the faces in Eh sharing at least a
vertex with K, and Eint

K its subset collecting those faces lying in the interior of Ω. Those faces
of the element K ∈ Th which lie in the interior of Ω are then collected in the set E int

K . For a
face e ∈ Eh, we will also use the notation Te for the (one or two) simplices that share it, and
Ve for all vertices e ∈ Eh.
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Spaces H1
0(Ω), H(div,Ω), their broken

versions, and useful inequalities

We introduce here some additional functional spaces necessary in order to carry out the analysis
in the subsequent sections. We follow Thomas [91] and Allaire [9]. More details can be found
in Raviart and Thomas [84] or Adams [2].

4.1 The space H1
0(Ω)

Let us recall that the space D(Ω) is the space of functions from C∞(Ω) with a compact support
in Ω. We first need to introduce the following concept:

Definition 4.1.1 (Weak partial derivative). Let a scalar function v : Ω → R be given. We
say that v admits a weak i-th partial derivative, 1 ≤ i ≤ d, if

1. v ∈ L2(Ω);

2. there exists a function wi : Ω → R such that

(a) wi ∈ L2(Ω);

(b) (v, ∂xiφ) = −(wi, φ) ∀φ ∈ D(Ω).

The function wi is called the weak i-th partial derivative of v. We use the notation ∂xiv = wi.

Definition 4.1.2 (Weak gradient). Let a scalar function v : Ω → R be given. We say that v
admits a weak gradient if v admits the weak i-th partial derivative for all 1 ≤ i ≤ d. We set

∇v := (∂x1v, . . . , ∂xd
v)t. (4.1)

Definition 4.1.3 (The space H1(Ω)). The space H1(Ω) is the space of all the functions which
admit the weak gradient.

Let us recall from [91, 9, 2] thatH1(Ω) is a Hilbert space for the scalar product (u, v)H1(Ω) :=
(u, v) + (∇u,∇v).

Definition 4.1.4 (The space H1
0 (Ω)). The space H1

0 (Ω) is the space of functions v ∈ H1(Ω)
such that v|∂Ω = 0.

Remark 4.1.5 (Trace). In the above definition, we have used the restriction of a function
v ∈ H1(Ω) onto the boundary of Ω, v|∂Ω. This is by no means evident, as the functions from
H1(Ω) are a priori only from L2(Ω) and thus v|∂Ω may not even be defined as ∂Ω is a set
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of measure zero. Fortunately, v|∂Ω can be given a sense introducing the concept of a trace,
which is possible for functions from H1(Ω). Namely, v|∂Ω in the sense of traces and v|∂Ω for
v ∈ H1(Ω) ∩ C0(Ω) coincide. Recall explicitly that contrarily to Section 2.1, H1(Ω) ̸⊂ C0(Ω)
in multiple space dimensions. We refer for all details to [91, 9, 2].

The two following theorems generalize the Green theorem onto the spaces H1(Ω) and
H1

0 (Ω) (nΩ is the unit normal vector of Ω, exterior to Ω):

Theorem 4.1.6 (Green theorem on H1(Ω)×H1(Ω)). Let u, v ∈ H1(Ω) and 1 ≤ i ≤ d. Then

(∂xiu, v) + (u, ∂xiv) = ⟨uniΩ, v⟩. (4.2)

Theorem 4.1.7 (Green theorem on H1
0 (Ω) × H1(Ω)). Let u ∈ H1

0 (Ω), v ∈ H1(Ω), and
1 ≤ i ≤ d. Then

(∂xiu, v) + (u, ∂xiv) = 0. (4.3)

4.2 The space H(div,Ω)

Definition 4.2.1 (Weak divergence). Let a vector function v : Ω → Rd be given. We say that
v admits a weak divergence if

1. v ∈ [L2(Ω)]d;

2. there exists a function w : Ω → R such that

(a) w ∈ L2(Ω);

(b) (v,∇φ) = −(w,φ) ∀φ ∈ D(Ω).

The function w is called the weak divergence of v. We use the notation ∇·v = w.

Definition 4.2.2 (The space H(div,Ω)). The space H(div,Ω) is the space of all the functions
which admit the weak divergence.

Let us recall from [91, 9, 2] that H(div,Ω) is a Hilbert space for the scalar product
(u,v)H(div,Ω) := (u,v) + (∇·u,∇·v).

Remark 4.2.3 (Normal trace). Similarly to Remark 4.1.5, we do not a priori have a right
to speak about v·nΩ|∂Ω for v ∈ H(div,Ω), as the functions from H(div,Ω) may not even be
defined on ∂Ω. It turns out that this can be overcome introducing the concept of a normal
trace on H(div,Ω), again generalizing the property for continuous vector fields. We refer for
all details to [91, 9, 2].

The following results will be used many times in these lecture notes:

Theorem 4.2.4 (Green theorem on H1(Ω)×H(div,Ω)). Let v ∈ H1(Ω) and w ∈ H(div,Ω).
Then

(w,∇v) + (∇·w, v) = ⟨w·nΩ, v⟩. (4.4)

Theorem 4.2.5 (Green theorem on H1
0 (Ω)×H(div,Ω)). Let v ∈ H1

0 (Ω) and w ∈ H(div,Ω).
Then

(w,∇v) + (∇·w, v) = 0. (4.5)
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4.3 The spaces H1(Th) and H(div, Th)
Let Th be a simplicial mesh of Ω as described in Section 3.1. In the sequel, we will often use
the following space:

Definition 4.3.1 (The space H1(Th)). The so-called broken Sobolev space is given by

H1(Th) := {v ∈ L2(Ω); v|K ∈ H1(K) ∀K ∈ Th}. (4.6)

The space H1(Th) is thus a collection of independent Sobolev spaces H1(K) over the
individual elements K of the mesh Th. For a function v ∈ H1(Th), we introduce the notation
∇hv so as to denote the broken weak gradient, ∇hv ∈ [L2(Ω)]d,

(∇hv)|K := ∇(v|K). (4.7)

The following result is simple but important:

Theorem 4.3.2 (Inclusion of H1(Ω) in H1(Th)). There holds H1(Ω) ⊂ H1(Th). Moreover,
the broken weak gradient coincides for v ∈ H1(Ω) with the weak one, i.e., (∇hv)|K = (∇v)|K
for all K ∈ Th.
Proof. Let v ∈ H1(Ω). Then v ∈ L2(Ω) by the definition of H1(Ω), so that the first condition
in (4.6) is satisfied. Let now K ∈ Th. We need to show that v|K ∈ H1(K) (i.e., the three
conditions of Definition 4.1.1 for the domain K and for all 1 ≤ i ≤ d) and that the weak
gradient of v|K coincides with the restriction to K of the weak gradient of v. Let 1 ≤ i ≤ d
be fixed. Condition 1 is obvious, as clearly v|K ∈ L2(K). As for the function wi, we take
(∂xiv)|K , i.e., the restriction of the i-th weak partial derivative of our function v ∈ H1(Ω) to
the element K. Obviously, wi ∈ L2(K). We are thus left with showing

(v, ∂xiφ)K = −(wi, φ)K ∀φ ∈ D(K). (4.8)

As v ∈ H1(Ω), we, however, know that

(v, ∂xiφ) = −(wi, φ) ∀φ ∈ D(Ω). (4.9)

It is thus enough to extend any function φ ∈ D(K) from (4.8) by zero outside of K and to
use (4.9) for this extension to conclude.

Remark 4.3.3 (Notation ∇). As we have just shown that ∇hv = ∇v for all v ∈ H1(Ω), so
that ∇h is a natural extension of the weak gradient from H1(Ω) to H1(Th), we will henceforth
stick to the unique notation ∇, meaning the weak gradient on H1(Ω) and the broken weak
gradient on H1(Th).

The broken space for vectors is:

Definition 4.3.4 (The space H(div, Th)). The broken divergence space is

H(div, Th) := {v ∈ [L2(Ω)]d; v|K ∈ H(div,K) ∀K ∈ Th}. (4.10)

As above, for v ∈ H(div, Th), the notation ∇·hv stands for the broken weak divergence,
∇·hv ∈ L2(Ω),

(∇·hv)|K := ∇·(v|K). (4.11)

The following equivalent of Theorem 4.3.2 holds, showing that it is enough to stick to the
unique notation ∇·, meaning the weak gradient on H(div,Ω) and the broken weak gradient
on H(div, Th):
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Theorem 4.3.5 (Inclusion of H(div,Ω) in H(div, Th)). There holds H(div,Ω) ⊂ H(div, Th).
Moreover, the broken weak divergence coincides for v ∈ H(div,Ω) with the weak one, i.e.,
(∇·hv)|K = (∇·v)|K for all K ∈ Th.

Proof. Let v ∈ H(div,Ω). Then v ∈ [L2(Ω)]d by the definition of H(div,Ω), so that the first
condition in (4.10) is satisfied. Let now K ∈ Th. We need to show that v|K ∈ H(div,K) (i.e.,
the three conditions of Definition 4.2.1 for the domain K) and that the weak divergence of
v|K coincides with the restriction to K of the weak divergence of v. Condition 1 is obvious,
as clearly v|K ∈ [L2(K)]d. As for the function w, we take (∇·v)|K , i.e., the restriction of the
weak divergence of our function v ∈ H(div,Ω) to the element K. Obviously, w ∈ L2(K). We
are thus left with showing

(v,∇φ)K = −(w,φ)K ∀φ ∈ D(K). (4.12)

As v ∈ H(div,Ω), we, however, know that

(v,∇φ) = −(w,φ) ∀φ ∈ D(Ω). (4.13)

It is thus enough to extend any function φ ∈ D(K) from (4.12) by zero outside of K and to
use (4.13) for this extension to conclude.

4.4 Continuity of traces

We now make a link between the spaces H1(Th) of Definition 4.3.1 and H1(Ω) of Defini-
tion 4.1.3.

Theorem 4.4.1 (A sufficient condition for H1(Ω)). Let v ∈ H1(Th) be such that

[[v]] = 0 ∀e ∈ E int
h . (4.14)

Then v ∈ H1(Ω) and (∂xiv)|K = ∂xi(v|K) for all 1 ≤ i ≤ d and all K ∈ Th.

Proof. Let v ∈ H1(Th) satisfying (4.14) be given. We need to show that v admits the weak
partial derivatives, i.e., the three conditions of Definition 4.1.1. Condition 1 is obvious, as
v ∈ H1(Th). Let 1 ≤ i ≤ d be fixed. Let us define a function wi by wi|K := ∂xi(v|K), K ∈ Th.
This is possible as v ∈ H1(Th) by our assumption and thus the weak partial derivatives
∂xi(v|K) are well-defined for any K ∈ Th. Condition 2a then immediately follows as wi|K are
square-integrable for all K ∈ Th. We are thus left to show 2b. Let φ ∈ D(Ω). Decomposing the
integral over Ω into a sum of integrals over the mesh elements, using the Green theorem (4.2)
in each K ∈ Th (which is possible as v|K ∈ H1(K) for all K ∈ Th), rearranging the summation,
and finally using that φ ∈ C0(Ω), we obtain

(v, ∂xiφ) =
∑
K∈Th

(v, ∂xiφ)K =
∑
K∈Th

{−(∂xiv, φ)K + ⟨vniK , φ⟩∂K}

= −
∑
K∈Th

(∂xiv, φ)K +
∑
e∈Eh

⟨[[v]]nie, φ⟩e.
(4.15)

Using our assumption (4.14) and the fact that φ = 0 on ∂Ω, the second term above vanishes.
The proof is finished noting that the first term above equals −(wi, φ).

Similarly, we obtain the following theorem:
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Theorem 4.4.2 (A sufficient condition for H1
0 (Ω)). Let v ∈ H1(Th) such that

[[v]] = 0 ∀e ∈ Eh.

Then v ∈ H1
0 (Ω) and (∂xiv)|K = ∂xi(v|K) for all 1 ≤ i ≤ d and all K ∈ Th.

The following crucial theorem holds in the opposite direction:

Theorem 4.4.3 (Continuity of traces in H1
0 (Ω)). Let v ∈ H1

0 (Ω). Then

[[v]] = 0 ∀e ∈ Eh.

Proof. Let e ∈ Eext
h . Then [[v]] = v|e = 0 by the definition of H1

0 (Ω). We now show that [[v]] = 0
also for all e ∈ E int

h . As v ∈ H1
0 (Ω),

(v, ∂xiφ) = −(∂xiv, φ) ∀φ ∈ D(Ω). (4.16)

A function v ∈ H1
0 (Ω) also belongs to H1(Th). We thus from (4.15) infer

(v, ∂xiφ) = −(∂xiv, φ) +
∑
e∈Eh

⟨[[v]]nie, φ⟩e ∀φ ∈ D(Ω) (4.17)

for all 1 ≤ i ≤ d. Comparing (4.16) and (4.17) and taking into account that we have already
shown that [[v]] = 0 for all e ∈ Eext

h , we see that∑
e∈E int

h

⟨[[v]]nie, φ⟩e = 0 ∀φ ∈ D(Ω)

for all 1 ≤ i ≤ d. Fix a face e ∈ E int
h and denote by Te the two simplices that share e. Then

the above relation implies
⟨[[v]]nie, φ⟩e = 0 ∀φ ∈ D(Te)

for all 1 ≤ i ≤ d. There exists at least one nie, 1 ≤ i ≤ d, which is nonzero (at least one
component of ne is always nonzero). Thus, we obtain that

⟨[[v]], φ⟩e = 0 ∀φ ∈ D(Te).

The assertion follows from the fact that [[v]] as an element of L2(e) is orthogonal to the traces
of all φ ∈ D(Te) on the face e and a density argument.

Remark 4.4.4 (Continuity of traces in H1
0 (Ω)). Theorem 4.4.3 means that functions from

H1
0 (Ω), not necessarily continuous (included in C0(Ω)), indeed posses a continuity in the sense

of traces. Representing in H1
0 (Ω) the physical variables (temperature, pressure) thus to a

certain degree maintains the natural properties of these variables, cf. Remark 2.2.4 for d = 1.

4.5 Continuity of normal traces

Similarly to Section 4.4, we have the following results for the space H(div,Ω):

Theorem 4.5.1 (A sufficient condition for H(div,Ω)). Let v ∈ H(div, Th) with v·ne|e ∈ L2(e)
for all e ∈ E int

h be such that
[[v]]·ne = 0 ∀e ∈ E int

h . (4.18)

Then v ∈ H(div,Ω).
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Proof. The proof follows the same idea as that of Theorem 4.4.1. We need to show the three
conditions of Definition 4.2.1. Condition 1 is one of our assumptions. Let us define a function
w by w|K := ∇·(v|K), K ∈ Th; then condition 2a follows by the fact that v|K ∈ H(div,K) and
thus its weak divergence exists and is square-integrable for any K ∈ Th. We are thus left to
show 2b. Let φ ∈ D(Ω). Decomposing the integral over Ω into a sum of integrals over the mesh
elements, using the Green theorem (4.4) in each K ∈ Th (which is possible as v|K ∈ H(div,K)
for all K ∈ Th), rearranging the summation, and finally using that φ ∈ C0(Ω), we obtain

(v,∇φ) =
∑
K∈Th

(v,∇φ)K =
∑
K∈Th

{−(∇·v, φ)K + ⟨v·nK , φ⟩∂K}

= −
∑
K∈Th

(∇·v, φ)K +
∑
e∈Eh

⟨[[v]]·ne, φ⟩e.
(4.19)

Using our assumption (4.18) and the fact that φ = 0 on ∂Ω, the second term above vanishes.
The proof is finished noting that the first term above equals −(w,φ).

By a similar reasoning, we obtain the following crucial theorem:

Theorem 4.5.2 (Continuity of normal traces inH(div,Ω)). Let v ∈ H(div,Ω) satisfy v·ne|e ∈
L2(e) for all e ∈ E int

h . Then
[[v]]·ne = 0 ∀e ∈ E int

h .

Remark 4.5.3 (Continuity of normal traces in H(div,Ω)). Theorem 4.5.2 means that func-
tions from H(div,Ω), whose normal components are not necessarily continuous (included in
C0(Ω)), indeed posses a continuity in the sense of normal traces. Representing in H(div,Ω) the
physical variables (heat or water flux) thus to a certain degree maintains the natural properties
of these variables, cf. Remark 2.2.4 for d = 1.

4.6 Poincaré, Friedrichs, and trace inequalities

We recall here three basic inequalities that will be often used in the following chapters.

Let ω ⊂ Ω be an open polytope and let hω denote its diameter.

Theorem 4.6.1 (Poincaré inequality). There holds

∥v − vω∥ω ≤ CP,ωhω∥∇v∥ω ∀v ∈ H1(ω), (4.20)

where vω is the mean value of v over ω given by vω := (v, 1)ω/|ω|.

The constant CP,ω can be precisely estimated in many cases. Whenever ω is convex, CP,ω

can be taken as 1/π, cf. Payne and Weinberger [78] and Bebendorf [17]. If ω is a simplex
(triangle) K, still a more precise estimate using the Bessel function of the first kind can be
given, see Laugesen and Siudeja [71]. On the other hand, if ω is not convex, estimates on CP,ω

are little more involved and can be found in Eymard et al. [57, 58], Veeser and Verfürth [92],
Repin [86], and Šebestová and Vejchodský [88] and the references therein.

Let ∂ωD be a simply connected subset of ∂ω with nonzero co-measure, i.e., |∂ωD| ≠ 0.

Theorem 4.6.2 (Friedrichs inequality). There holds

∥v∥ω ≤ CF,ω,∂ωD
hω∥∇v∥ω ∀v ∈ H1(ω) such that v = 0 on ∂ωD. (4.21)
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As long as ω and ∂ωD are such that there exists a vector b ∈ Rd such that for almost all
x ∈ ω, the first intersection of the straight semi-line defined by the origin x and the vector b
lies in ∂ωD, the constant CF,ω,∂ωD

can be taken equal to 1, cf. [97, Remark 5.8]. To evaluate
CF,ω,∂ωD

in the general case is more complicated but can be done following [28, Section 3], [97,
Remark 5.9], [86], and the references therein.

Let finally K be a simplex and let e be one of its faces.

Theorem 4.6.3 (Trace inequality). There holds

∥v∥2e ≤ C̃t,K,e(h
−1
K ∥v∥2K + ∥v∥K∥∇v∥K) ∀v ∈ H1(K), (4.22a)

∥v − ve∥e ≤ C̄t,K,eh
1
2
e ∥∇v∥K ∀v ∈ H1(K), (4.22b)

∥v − vK∥e ≤ Ct,K,eh
1
2
K∥∇v∥K ∀v ∈ H1(K). (4.22c)

It follows from Stephansen [89, Lemma 3.12] that the constant C̃t,K,e can be evaluated as
|e|hK/|K|, see also Carstensen and Funken [28, Theorem 4.1] for d = 2. It has been shown in
Nicaise [76, Lemma 3.5] that C̄2

t,K,e = Ct,d|e|h2K/(|K|he), where Ct,d ≈ 0.77708 if d = 2 and
Ct,d ≈ 3.84519 if d = 3. Similarly, it follows from the proof of Eymard et al. [58, Lemma 9.4]
and [97, Lemma 4.1] that C2

t,K,e = 3dhK |e|/|K|.

4.7 Broken Poincaré and Friedrichs inequalities

Let Th stand in this subsection for a simplicial partition of ω; E int
h then denotes its interior

faces. We consider here H1(Th) := {v ∈ L2(ω); v|K ∈ H1(K) for all K ∈ Th}. Broken
Poincaré and Friedrichs inequalities are the versions of (4.20) and (4.21) valid on the broken
space H1(Th).

Let ve denote the mean value of a function v on the face v ∈ E int
h . There in particular holds

∥v − vω∥ω ≤ CbP,ωhω

∥∇v∥2ω +
∑
e∈E int

h

h−1
e ∥([[v]])e∥2e


1
2

∀v ∈ H1(Th) (4.23)

and

∥v∥ω ≤ CbF,ωhω

∥∇v∥2ω +
∑
e∈E int

h

h−1
e ∥([[v]])e∥2e + ⟨v, 1⟩2∂ω


1
2

∀v ∈ H1(Th), (4.24)

where CbP,ω and CbF,ω are generic constants which can only depend on the shape regularity
of the mesh Th (on the smallest angle in Th for d = 2). We refer to Eymard et al. [57], Doleǰśı
et al. [44], Knobloch [69], Brenner [23], and to [97] for details and the values of CbP,ω, CbF,ω.
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Finite-dimensional subspaces of
L2(Ω), H1

0(Ω), and H(div,Ω)

We now introduce some finite-dimensional approximations of the spaces L2(Ω), H1
0 (Ω), and

H(div,Ω) (H1(Th) and H(div, Th) respectively) that we shall need later.

5.1 Subspaces of L2(Ω)

Let k ≥ 0 and let Pk(K) for a given mesh element K ∈ Th denote the space of polynomials of
total degree at most k on K. We then define

Pk(Th) := {vh ∈ L2(Ω); vh|K ∈ Pk(K) ∀K ∈ Th}, (5.1)

the space of piecewise polynomials of maximal degree k on each K ∈ Th. Remark that there
is no requirement on the continuity over the faces between elements, neither any imposing
of boundary conditions. The abstract notation Qh for Pk(Th) will be used often. We will
below often employ the L2(Ω)-orthogonal projection onto Qh: for each v ∈ L2(Ω), ΠQh

v is the
element of Qh such that

(ΠQh
v − v, qh) = 0 ∀qh ∈ Qh. (5.2)

5.2 Subspaces of H1(Th) and H1
0(Ω)

It is easily noted that the space Pk(Th) of (5.1) is also a finite-dimensional subspace of the
space H1(Th) from Definition 4.3.1. On the other hand, Pk(Th) is not a subspace of the space
H1

0 (Ω) from Definition 4.1.4.
We shall be using

Pk(Th) ∩H1
0 (Ω) = {vh ∈ H1

0 (Ω); vh|K ∈ Pk(K) ∀K ∈ Th} (5.3)

as a discrete subspace of H1
0 (Ω), and often simply denote it as Vh. Recall from Theorem 4.4.2

that in order to make a H1(Th) function H1
0 (Ω)-conforming, we need to make sure that the

jumps over all mesh faces are zero. A trace of a k-th degree polynomial on a simplex K on
its face e is a k-th degree polynomial on e. Thus, to ensure that the jump is zero, we need
to impose the continuity in

(
d−1+k
k

)
(k + 1 in two space dimensions) points. This is perfectly

doable when choosing the degrees of freedom of Pk(K) as illustrated in Figure 5.1 for k = 1
and k = 2 in two space dimensions. For these so-called Lagrange finite elements, the degrees of
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K• •

•
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••

Figure 5.1: Degrees of freedom for the P1(K) functions (left) and P2(K) functions (right)

freedom are simply the values in a set of points, and there are exactly
(
d−1+k
k

)
such point per

mesh face. The hat functions ψa, already defined in Section 3.3, form a basis of P1(Th)∩H1
0 (Ω)

while running over all a ∈ V int
h . We refer for details to classical textbooks, see, e.g., Ciarlet [33,

Section 2.2] or Ern and Guermond [47, Section 1.2.3].

5.3 Subspaces of H(div, Th) and H(div,Ω)

We will in the sequel also extensively use finite-dimensional subspaces of the spaces H(div, Th)
from Definition 4.3.4 and H(div,Ω) of Definition 4.2.2. Let K ∈ Th. The starting point here
for us will be the Raviart–Thomas–Nédélec mixed finite element space on K,

RTNk(K) := [Pk(K)]d + xPk(K), (5.4)

k ≥ 0. In particular, vh ∈ RTNk(K) is such that ∇·vh ∈ Pk(K) and vh·ne ∈ Pk(e) for all
e ∈ EK . The degrees of freedom here are integral moments up to order k of the normal trace
on all faces and integral moments up to order k − 1 on the element itself. Thus, in order to
uniquely define a vector vh from RTNk(K), one can consider d+1 scalar functions ve ∈ L2(e),
e ∈ EK , and one vector function v ∈ L2(K), and prescribe

⟨vh·ne, qh⟩e = ⟨ve, qh⟩e ∀qh ∈ Pk(e), ∀e ∈ EK , (5.5a)

(vh, rh)K = (v, rh)K ∀rh ∈ [Pk−1(K)]d. (5.5b)

These degrees of freedom for d = 2 and k = 0 and k = 1 are depicted in Figure 5.2, with
arrows corresponding to (5.5a) and circles corresponding to (5.5b). Then

RTNk(Th) := {vh ∈ [L2(Ω)]d;vh|K ∈ RTNk(K) ∀K ∈ Th}, (5.6)

k ≥ 0, is a finite-dimensional subspace of the broken divergence space H(div, Th).
Shall we think of piecewise vector polynomials from RTNk(Th) belong to the H(div,Ω)

space, we know from Theorem 4.5.1 that we need to ensure the continuity of the normal
traces over all faces e ∈ E int

h . Remark that v·ne are polynomials and thus definitely belong
to L2(e) for each face e. But the degrees of freedom from (5.5a) together with the fact that
vh·ne ∈ Pk(e) immediately imply that matching them for two neighboring mesh elements will
give a H(div,Ω)-conforming function. In the lowest-order k = 0 case, there is, consequently,
one basis function ve for each face e ∈ Eh, cf. Figure 5.3 for d = 2. In general, the Raviart–
Thomas–Nédélec finite-dimensional subspace of the space H(div,Ω) is

RTNk := RTNk(Th) ∩H(div,Ω) = {vh ∈ H(div,Ω);vh|K ∈ RTNk(K) ∀K ∈ Th}, (5.7)
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K K

Figure 5.2: Degrees of freedom for the RTN0(K) functions (left) and RTN1(K) functions
(right)

e
ve

Figure 5.3: The basis function ve of RTN0 associated with e ∈ E int
h

often abstractly denoted as Vh. In mixed finite element discretizations, a couple of spaces,
RTNk × Pk(Th), k ≥ 0, or shortly Vh × Qh, will be employed. In particular, all the flux
reconstructions σh in these lecture notes will be constructed in the space RTNk. Details on
H(div, Th)- and H(div,Ω)-conforming subspaces can be found in Brezzi and Fortin [24] or
Roberts and Thomas [87].





Chapter 6

Primal, dual, and dual mixed
formulations; minimization,
constrained minimization, and
saddle-point problems

The construction and analysis of the optimal a posteriori error estimates in the forthcoming
chapters will be based on the approximation of local Neumann / Neumann–Dirichlet problems
by mixed finite elements. This approximation stems from alternative variational formulations,
the so-called dual and dual mixed formulations. We recall in this chapter these alternative
formulations and their relations to the classical primal one. The presentation, following the
classical textbooks (see Brezzi and Fortin [24], Roberts and Thomas [87], Quarteroni and
Valli [83], or Ern and Guermond [47]), will help us to easily understand the structure of the
estimates.

6.1 A model problem

Let ω ⊂ Rd, d ≥ 1, be a polytopic (polygonal for d = 2, polyhedral for d = 3) domain (open,
bounded, and connected set). Later on, ω will stand for subsets of the domain Ω, typically for
the patches ωa of all simplices sharing the given vertex a of the computational mesh Th. We
consider two different cases. In the first one, a homogeneous Neumann boundary condition
will be prescribed on the whole ∂ω. In this case, we set ∂ωN := ∂ω and ∂ωD := ∅. In the
second case, we suppose that ∂ω is divided into two simply connected disjoint parts ∂ωD and
∂ωN with |∂ωD| > 0; a homogeneous Neumann boundary condition will be imposed on ∂ωN

and a homogeneous Dirichlet boundary condition will be imposed on ∂ωD. Let L2
∗(ω) stand

for the space of all functions from L2(ω) with mean value zero in the first case and for L2(ω) in
the second one. Let finally τ ∈ [L2(ω)]d and g ∈ L2

∗(ω) be arbitrary. We consider the problem
of finding a function r : ω → R, with mean value zero in the first case, such that

−∇·(∇r + τ ) = g in ω, (6.1a)

−(∇r + τ )·nω = 0 on ∂ωN, (6.1b)

r = 0 on ∂ωD. (6.1c)
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6.2 Primal, dual, and dual mixed variational formulations

Let H1
∗ (ω) stand for the space of all functions from H1(ω) with zero mean value in the first

case and for all functions from H1(ω) with zero trace on ∂ωD in the second one. The first
formulation we consider is the classical primal one, compare with Definitions 2.2.1 and 7.1.1:

Definition 6.2.1 (Primal formulation). Find r ∈ H1
∗ (ω) such that

(∇r,∇v)ω = −(τ ,∇v)ω + (g, v)ω ∀v ∈ H1
∗ (ω). (6.2)

There exists one and only one solution to (6.2) by the Riesz representation theorem. Indeed,
(∇·,∇·)ω is a scalar product on H1

∗ (ω) thanks to the Poincaré inequality

∥v∥ω ≤ CP,ωhω∥∇v∥ω ∀v ∈ H1
∗ (ω)

in the first case and thanks to the Friedrichs inequality

∥v∥ω ≤ CF,ωhω∥∇v∥ω ∀v ∈ H1
∗ (ω)

in the second case, cf. (4.20)–(4.21), whereas −(τ ,∇·)ω+(g, ·)ω is a continuous linear form on
H1

∗ (ω). Note that the Neumann compatibility condition

−(τ ,∇1)ω + (g, 1)ω = 0 (6.3)

is satisfied in the first case.
Let now H∗(div, ω) stand for H(div, ω) functions with zero normal trace on all ∂ω in the

appropriate sense, i.e.,

H∗(div, ω) := {v ∈ H(div, ω); (v,∇φ)ω + (∇·v, φ)ω = 0 ∀φ ∈ H1(ω)}

in the first case and with zero normal trace only on ∂ωN in the appropriate sense, i.e.,

H∗(div, ω) := {v ∈ H(div, ω); (v,∇φ)ω + (∇·v, φ)ω = 0 ∀φ ∈ H1
∗ (ω)}

in the second one. The two other formulations are:

Definition 6.2.2 (Dual formulation). Find ς ∈ H∗(div, ω) with ∇·ς = g such that

(ς,v)ω = −(τ ,v)ω ∀v ∈ H∗(div, ω) with ∇·v = 0. (6.4)

Definition 6.2.3 (Dual mixed formulation). Find a couple (ς, r) ∈ H∗(div, ω) × L2
∗(ω) such

that

(ς,v)ω − (r,∇·v)ω = −(τ ,v)ω ∀v ∈ H∗(div, ω), (6.5a)

(∇·ς, q)ω = (g, q)ω ∀q ∈ L2
∗(ω). (6.5b)

6.3 The relations between the different variational formula-
tions

The existence and uniqueness of the solutions to (6.4) and (6.5) can be proven be means
of appropriate variational theories while proceeding as in [24, 87, 83, 47]. It is, however,
straightforward to prove them directly. Such an approach has the additional advantage of
unveiling the links between the different formulations:
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Theorem 6.3.1 (Existence and uniqueness of the dual and dual mixed formulations; equiv-
alence with the primal formulation). There exists a unique solution ς of Definition 6.2.2 and
a unique solution couple (ς, r) of Definition 6.2.3. Moreover, all the formulations of Defini-
tions 6.2.1, 6.2.2, and 6.2.3 are equivalent, in the sense that r from Definitions 6.2.1 and 6.2.3
coincide, that ς from Definitions 6.2.2 and 6.2.3 coincide, and that ς = −∇r − τ .

Proof. We proceed in three steps to prove the equivalence of the three Definitions 6.2.1, 6.2.2,
and 6.2.3. The existence and uniqueness result for Definitions 6.2.2 and 6.2.3 then follows
from that of Definition 6.2.1.

(i) Consider r ∈ H1
∗ (ω) the solution of (6.2) and set ς := −∇r − τ . We check that

ς coincides with that of (6.4). We start by verifying that ς ∈ H(div, ω) with ∇·ς = g
according to Definition 4.2.2. First, ∇r ∈ [L2(ω)]d and τ ∈ [L2(ω)]d, so that condition 1 of
Definition 4.2.1 is satisfied. The supposed weak divergence of ς is g, which indeed belongs
to L2(ω), complying with condition 2a. The last condition 2b then follows from (6.2) (note
that constant test functions are also authorized in the first case thanks to the Neumann
compatibility condition (6.3)). Moreover, (6.2) and the Green theorem give

0 = (ς,∇v)ω + (∇·ς, v)ω = ⟨ς·nω, v⟩∂ω ∀v ∈ H1
∗ (ω),

with v = 1 authorized as well in the first case. Thus ς satisfies the requested homogeneous
Neumann boundary condition on ∂ωN and belongs to H∗(div, ω). Finally,

(ς + τ ,v)ω = −(∇r,v)ω = −⟨v·nω, r⟩∂ω = 0

for any v ∈ H∗(div, ω) with ∇·v = 0 by the Green theorem, so that (6.4) indeed holds true.
(ii) Let ς ∈ H∗(div, ω) with ∇·ς = g solve (6.4). Define r ∈ L2

∗(ω) by

(r,∇·v)ω = (ς + τ ,v)ω

for all v ∈ H∗(div, ω). Then it is immediate that the couple (ς, r) solves (6.5).
(iii) We are left to verify that r from (6.5) solves (6.2) and that ς = −∇r−τ . We first check

that r ∈ H1(ω) with ∇r = −ς − τ according to Definition 4.1.3. We know that r ∈ L2
∗(ω),

so that condition 1 of Definition 4.1.1 is satisfied. Checking −ς − τ ∈ [L2(ω)]d verifies the
condition 2a for all 1 ≤ i ≤ d. Finally, let 1 ≤ i ≤ d and φ ∈ D(ω). Setting vi := φ and
vj = 0, j ̸= i, v ∈ H∗(div, ω) and (6.5a) implies (2b). Additionally, r is of zero mean value
in the first case, so that it actually belongs to H1

∗ (ω). The fact that r ∈ H1
∗ (ω), i.e., that

r = 0 on ∂ωD in the second case again follows from the Green theorem and (6.5a): for all
v ∈ H∗(div, ω), there holds

⟨v·nω, r⟩∂ω = (v,∇r)ω + (∇·v, r)ω = −(v, ς + τ )ω + (∇·v, r)ω = 0.

Finally, taking in (6.5b) the test function q from the space H1
∗ (ω) and using ς = −∇r − τ ∈

H∗(div, ω) and the Green theorem gives (6.2).

6.4 Minimization, constrained minimization, and saddle-point
problems

We now state equivalent formulations of Definitions 6.2.1, 6.2.2, and 6.2.3, with a motivation
to enable a better insight into their later use in a posteriori error estimation. Let

J (v) :=
1

2
∥∇v∥2ω + (τ ,∇v)ω − (g, v)ω (6.6)
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define the energy functional for v ∈ H1
∗ (ω).

We start by the following classical result, see, e.g., [33, 83, 47].

Definition 6.4.1 (Energy minimization). Find r such that

r := arg inf
v∈H1

∗(ω)
J (v). (6.7)

Lemma 6.4.2 (Equivalence of energy minimization with the primal formulation). The solution
r of the minimization problem of Definition 6.4.1 coincides with that of the primal variational
formulation of Definition 6.2.1.

Proof. For any r ∈ H1
∗ (ω), v ∈ H1

∗ (ω), and any real t, develop

J (r + tv) =
1

2
∥∇r∥2ω + t(∇r,∇v)ω +

1

2
t2∥∇v∥2ω + (τ ,∇r)ω

+ t(τ ,∇v)ω − (g, r)ω − t(g, v)ω.
(6.8)

(i) Suppose first that r ∈ H1
∗ (ω) solves (6.2) and consider t = 1 in (6.8). Then the

orthogonality condition (6.2) and the fact that 1
2∥∇v∥2ω ≥ 0 give

J (r + v) =
1

2
∥∇(r + v)∥2ω + (τ ,∇(r + v))ω − (g, r + v)ω

≥ 1

2
∥∇r∥2ω + (τ ,∇r)ω − (g, r)ω = J (r)

for any v ∈ H1
∗ (ω), with equality occurring for v = 0.

(ii) Conversely, let r solve (6.7). Then

J (r + tv) =
1

2
∥∇(r + tv)∥2ω + (τ ,∇(r + tv))ω − (g, r + tv)ω

≥ 1

2
∥∇r∥2ω + (τ ,∇r)ω − (g, r)ω = J (r)

for any v ∈ H1
∗ (ω) and any real t. Comparing this with the development (6.8), we obtain

t(∇r,∇v)ω +
1

2
t2∥∇v∥2ω + t(τ ,∇v)ω − t(g, v)ω ≥ 0.

Let t > 0. Dividing by t and letting t↘ 0, we obtain

(∇r,∇v)ω ≥ −(τ ,∇v)ω + (g, v)ω ∀v ∈ H1
∗ (ω).

Let t < 0. Dividing by t and then letting t↗ 0, we obtain the converse inequality

(∇r,∇v)ω ≤ −(τ ,∇v)ω + (g, v)ω ∀v ∈ H1
∗ (ω).

Thus the equality (6.2) is proven.

Remark 6.4.3 (Comments on Lemma 6.4.2). Lemma 6.4.2 is the usual result of a mini-
mization of a quadratic functional, see Ciarlet [33, Theorems 1.1.1 and 1.1.2] or Ern and
Guermond [47, Proposition 2.4] in context of partial differential equations. Here we have ac-
tually given the proof of the existence and uniqueness of the minimization problem (6.7), via
its link to (6.2) which is nothing but its Euler optimality conditions. Note also that it follows
from this proof that we can actually replace inf by min in (6.7).
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For any v ∈ H∗(div, ω), define

I(v) := 1

2
∥τ + v∥2ω (6.9)

the complementary energy, and for any couple (v, q) ∈ H∗(div, ω)× L2
∗(ω), define

L(v, q) := 1

2
∥τ + v∥2ω − (∇·v − g, q)ω (6.10)

the Lagrangian. The following similar results on the alternative formulations are also rather
standard, see [24, 87, 83]:

Definition 6.4.4 (Complementary energy constrained minimization). Find ς such that

ς := arg inf
v∈H∗(div,ω)∇·v=g

I(v). (6.11)

Lemma 6.4.5 (Equivalence of complementary energy constrained minimization with the dual
formulation). The solution ς of the constrained minimization problem of Definition 6.4.4 co-
incides with that of the dual variational formulation of Definition 6.2.2.

Proof. For any ς ∈ H∗(div, ω) with ∇·ς = g, any v ∈ H∗(div, ω) with ∇·v = 0, and any real
t, develop

I(ς + tv) =
1

2
∥τ + ς + tv∥2ω =

1

2
∥τ + ς∥2ω + t(τ + ς,v)ω +

1

2
t2∥v∥2ω. (6.12)

(i) Suppose first that ς ∈ H∗(div, ω) with ∇·ς = g solves (6.4) and consider t = 1 in (6.12).
Then the orthogonality condition (6.4) and the fact that 1

2∥v∥2ω ≥ 0 give

I(ς + v) =
1

2
∥τ + ς + v∥2ω ≥ 1

2
∥τ + ς∥2ω = I(ς)

for any v ∈ H∗(div, ω) with ∇·v = 0, with equality occurring for v = 0.
(ii) Conversely, let ς solve (6.11). Then

I(ς + tv) =
1

2
∥τ + ς + tv∥2ω ≥ 1

2
∥τ + ς∥2ω = I(ς)

for any v ∈ H∗(div, ω) with ∇·v = 0 and any real t. Comparing this with the develop-
ment (6.12), we obtain

t(τ + ς,v)ω +
1

2
t2∥v∥2ω ≥ 0.

Let t > 0. Dividing by t and then letting t↘ 0, we obtain

(τ + ς,v)ω ≥ 0 ∀v ∈ H∗(div, ω) with ∇·v = 0.

Let t < 0. Dividing by t and then letting t↗ 0, we obtain the converse inequality

(τ + ς,v)ω ≤ 0 ∀v ∈ H∗(div, ω) with ∇·v = 0.

Thus the equality (6.4) is proven.

Definition 6.4.6 (Saddle point search). Find (ς, r) ∈ H∗(div, ω)× L2
∗(ω) such that

L(ς, q) ≤ L(ς, r) ≤ L(v, r) ∀(v, q) ∈ H∗(div, ω)× L2
∗(ω). (6.13)
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Lemma 6.4.7 (Equivalence of the saddle point search with the dual mixed formulation). The
solution couple (ς, r) of the saddle point problem of Definition 6.4.6 coincides with that of the
dual mixed variational formulation of Definition 6.2.3.

Proof. For any ς ∈ H∗(div, ω), any v ∈ H∗(div, ω), any r ∈ L2
∗(ω), and any real t, develop

L(ς + tv, r) =
1

2
∥τ + ς∥2ω + t(τ + ς,v)ω +

1

2
t2∥v∥2ω − (∇·ς − g, r)ω − t(∇·v, r)ω. (6.14a)

Similarly, for any ς ∈ H∗(div, ω), any r ∈ L2
∗(ω), any q ∈ L2

∗(ω), and any real t, develop

L(ς, r + tq) =
1

2
∥τ + ς∥2ω − (∇·ς − g, r)ω − t(∇·ς − g, q)ω. (6.14b)

(i) Suppose first that ς ∈ H∗(div, ω) and r ∈ L2
∗(ω) solve (6.5). Consider t = 1 in (6.14a).

Then the orthogonality condition (6.5a) and the fact that 1
2∥v∥2ω ≥ 0 give

L(ς + v, r) ≥ 1

2
∥τ + ς∥2ω − (∇·ς − g, r)ω = L(ς, r)

for any v ∈ H∗(div, ω), with equality occurring for v = 0. Similarly, taking t = 1 in (6.14b)
and considering the orthogonality condition (6.5b), we obtain

L(ς, r + q) =
1

2
∥τ + ς∥2ω − (∇·ς − g, r)ω = L(ς, r)

for all q ∈ L2
∗(ω).

(ii) Conversely, let (ς, r) ∈ H∗(div, ω)× L2
∗(ω) solve (6.13). Then

L(ς + tv, r) ≥ L(ς, r) = 1

2
∥τ + ς∥2ω − (∇·ς − g, r)ω

for any v ∈ H∗(div, ω) and any real t. Comparing this with the development (6.14a), we
obtain

t(τ + ς,v)ω +
1

2
t2∥v∥2ω − t(∇·v, r)ω ≥ 0.

Let t > 0. Dividing by t and then letting t↘ 0, we obtain

(τ + ς,v)ω − (∇·v, r)ω ≥ 0 ∀v ∈ H∗(div, ω).

Let t < 0. Dividing by t and then letting t↗ 0, we obtain the converse inequality

(τ + ς,v)ω − (∇·v, r)ω ≤ 0 ∀v ∈ H∗(div, ω).

Thus the equality (6.5a) is proven.
Similarly, we know that

L(ς, r + tq) ≤ L(ς, r) = 1

2
∥τ + ς∥2ω − (∇·ς − g, r)ω

for any q ∈ L2
∗(ω) and any real t. By comparison with (6.14b), we have

−t(∇·ς − g, q)ω ≤ 0.

Let t > 0. Dividing by t gives

−(∇·ς − g, q)ω ≤ 0 ∀q ∈ L2
∗(ω).

Vice versa, for t < 0, the same division leads to

−(∇·ς − g, q)ω ≥ 0 ∀q ∈ L2
∗(ω).

Thus the equality (6.5b) is proven and the proof is finished.
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6.5 Energy (in)equalities

Combining the results of the previous sections, we have the following equalities:

Theorem 6.5.1 (Energy equalities). Let the couple (ς, r) be as specified in Definitions 6.2.1–
6.2.3 and 6.4.1–6.4.6. Then

sup
v∈H∗(div,ω)∇·v=g

−I(v) = −I(ς) = −L(ς, r) = J (r) = inf
v∈H1

∗(ω)
J (v). (6.15)

Proof. The first equality is the assertion of Lemma 6.4.5, whereas the last one of Lemma 6.4.2.
The second equality follows from the fact that ∇·ς = g, so that the second term of L(·, ·)
vanishes. Finally, taking v = r in (6.6), using (6.2), and employing the fact that ς = −∇r− τ
from Theorem 6.3.1,

J (r) =
1

2
∥∇r∥2ω + (τ ,∇r)ω − (g, r)ω = −1

2
∥∇r∥2ω = −1

2
∥ς + τ∥2ω.

Corollary 6.5.2 (Energy inequality). Let v ∈ H∗(div, ω) with ∇·v = g and v ∈ H1
∗ (ω) be

arbitrary. Then
−I(v) ≤ J (v).

6.6 Finite-dimensional approximations

We finally take a quick look on the counterparts of the problems of Definitions 6.2.1–6.2.3
and 6.4.1–6.4.6 on a finite-dimensional level. Let Vh be a finite-dimensional subspace of the
space H1

∗ (ω) and let Vh×Qh be a finite-dimensional subspace of H∗(div, ω)×L2
∗(ω) satisfying

∇·Vh = Qh. Examples are given in Chapter 5.
We start with the counterpart of Definition 6.2.1:

Definition 6.6.1 (Primal approximation). Find rh ∈ Vh such that

(∇rh,∇vh)ω = −(τ ,∇vh)ω + (g, vh)ω ∀vh ∈ Vh. (6.16)

As for Definition 6.2.1, there exists one and only one solution to (6.16) by the Riesz
representation theorem.

The finite-dimensional counterparts of Definitions 6.2.2 and 6.2.3 are:

Definition 6.6.2 (Dual approximation). Find ςh ∈ Vh with ∇·ςh = ΠQh
g such that

(ςh,vh)ω = −(τ ,vh)ω ∀vh ∈ Vh with ∇·vh = 0. (6.17)

Definition 6.6.3 (Dual mixed approximation). Find a couple (ςh, r̄h) ∈ Vh ×Qh such that

(ςh,vh)ω − (r̄h,∇·vh)ω = −(τ ,vh)ω ∀vh ∈ Vh, (6.18a)

(∇·ςh, qh)ω = (g, qh)ω ∀qh ∈ Qh. (6.18b)

The equivalences expressed in Theorem 6.3.1 do not completely hold true anymore on
the discrete level. In particular, the primal formulation of Definition 6.6.1 is not anymore
equivalent to the dual ones of Definitions 6.6.2–6.6.3 and rh from (6.16) does not equal r̄h
from (6.18). We, however, still have:
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Theorem 6.6.4 (Existence and uniqueness of the dual and dual mixed formulations and
their equivalence). There exists a unique solution ςh of Definition 6.6.2 and a unique solution
couple (ςh, r̄h) of Definition 6.6.3. Moreover, the formulations of Definitions 6.6.2, and 6.6.3
are equivalent, in the sense that ςh from Definitions 6.6.2 and 6.6.3 coincide.

Proof. We first show the equivalence. Let ςh ∈ Vh with ∇·ςh = ΠQh
g solve (6.17). Note that

∇·ςh = ΠQh
g is equivalently stated by (6.18b). Then, using the condition ∇·Vh = Qh, we

simply prescribe r̄h ∈ Qh by

(r̄h,∇·vh)ω := (ςh,vh)ω + (τ ,vh)ω ∀vh ∈ Vh.

To see the converse direction, it suffices to use that (6.18b) is equivalent to ∇·ςh = ΠQh
g and

that (6.18a) for a divergence-free ςh gives (6.17).
We now turn to the existence and uniqueness. Let us show it for the problem (6.18). This is

a square linear finite-dimensional system. It thus suffices to prove that setting the right-hand
side zero implies that the solution is zero, i.e., that setting τ = 0 and g = 0 implies ςh = 0
and r̄h = 0. Let τ = 0 and g = 0 and set qh = r̄h in (6.18b) and vh = ςh in (6.18a) and sum
the equations. This gives (ςh, ςh)ω = 0, whence ςh = 0 follows. Consequently, (r̄h,∇·vh)ω = 0
for all vh ∈ Vh, whence r̄h = 0 follows by the assumption ∇·Vh = Qh.

Finally, the counterparts of Definitions 6.4.1, 6.4.4, and 6.4.6 are as follows:

Definition 6.6.5 (Discrete energy minimization).

rh := arg inf
vh∈Vh

J (vh). (6.19)

Definition 6.6.6 (Discrete complementary energy constrained minimization).

ς := arg inf
vh∈Vh ∇·vh=ΠQh

g
I(vh). (6.20)

Definition 6.6.7 (Discrete saddle point search). Find (ςh, r̄h) ∈ Vh ×Qh such that

L(ςh, qh) ≤ L(ςh, r̄h) ≤ L(vh, r̄h) ∀(vh, qh) ∈ Vh ×Qh. (6.21)

Importantly, the results of Lemmas 6.4.2, 6.4.5, and 6.4.7 carry over to the discrete case,
which is straightforward to verify. This gives:

Lemma 6.6.8 (Discrete equivalences). Definitions 6.6.1 and 6.6.5, Definitions 6.6.2 and 6.6.6,
and Definitions 6.6.3 and 6.6.7 are mutually equivalent.

6.7 Extension to inhomogeneous boundary conditions

We finally present an extension of the model problem (6.1) to general inhomogeneous Dirichlet
and Neumann boundary conditions. Thus, in the first case, a Neumann boundary condition
will be prescribed on the whole ∂ω, with ∂ωN := ∂ω and ∂ωD := ∅. In the second case, a
Neumann boundary condition will be imposed on ∂ωN and a Dirichlet boundary condition on
∂ωD. Let L2

∗(ω) still stand for the space of all functions from L2(ω) with mean value zero
in the first case and L2(ω) in the second one. Recall also the spaces H1

∗ (ω) and H∗(div, ω)
defined in Section 6.2. Let τ ∈ [L2(ω)]d. We suppose that rD ∈ H1(ω), equal to zero in the
first case, is given; rD|∂ωD

will represent the (inhomogeneous) Dirichlet boundary condition.
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Let also ςN ∈ H(div, ω), equal to zero when ∂ωN = ∅, be given; ςN·nω|∂ωN
will then represent

the (inhomogeneous) Neumann boundary condition. We suppose that ςN·nω|∂ωN
∈ L2(∂ωN).

Finally, the source term g ∈ L2(ω) is supposed to be such that (g, 1)ω = ⟨ςN·nω, 1⟩∂ωN
. The

problem is: find a function r : ω → R, with mean value zero in the first case, such that

−∇·(∇r + τ ) = g in ω, (6.22a)

−(∇r + τ )·nω = ςN·nω on ∂ωN, (6.22b)

r = rD on ∂ωD. (6.22c)

Definitions 6.2.1–6.2.3 now respectively take the form:

Definition 6.7.1 (Primal formulation). Find r := r0 + rD with r0 ∈ H1
∗ (ω) such that

(∇r0,∇v)ω = −(τ ,∇v)ω + (g, v)ω − ⟨ςN·nω, v⟩∂ω − (∇rD,∇v)ω ∀v ∈ H1
∗ (ω). (6.23)

Definition 6.7.2 (Dual formulation). Find ς := ς0 + ςN with ς0 ∈ H∗(div, ω) and ∇·ς0 =
g −∇·ςN such that

(ς0,v)ω = −(τ ,v)ω − (ςN,v)ω − ⟨v·nω, rD⟩∂ω ∀v ∈ H∗(div, ω) with ∇·v = 0. (6.24)

Definition 6.7.3 (Dual mixed formulation). Find a couple (ς, r) := (ς0 + ςN, r0 + rD) with
(ς0, r0) ∈ H∗(div, ω)× L2

∗(ω) such that

(ς0,v)ω − (r0,∇·v)ω = −(τ ,v)ω − (ςN,v)ω − ⟨v·nω, rD⟩∂ω + (rD,∇·v)ω ∀v ∈ H∗(div, ω),
(6.25a)

(∇·ς0, q)ω = (g, q)ω − (∇·ςN, q)ω ∀q ∈ L2
∗(ω).

(6.25b)

Using the Green theorem, see Theorem 4.2.4, ⟨ςN·nω, v⟩∂ω = (ςN,∇v)ω + (∇·ςN, v)ω. Set
τ̃ := τ + ςN +∇rD and g̃ := g −∇·ςN and note that (g̃, 1)ω = 0. Then Definition 6.7.1 for r0
takes absolutely the same form as Definition 6.2.1, just with τ̃ in place of τ and g̃ in place of
g. Similarly, the Green theorem ⟨v·nω, rD⟩∂ω = (v,∇rD)ω + (∇·v, rD)ω and the assumption
∇·v = 0 show that Definition 6.7.2 for ς0 takes the form of Definition 6.2.2 with τ̃ and g̃ in
place of τ and g. Finally, there is this same link between Definitions 6.7.3 and 6.2.3. Thus,
the existence, uniqueness, and mutual relations results of Theorem 6.3.1, for the homogeneous
solutions ς0 and r0, still hold true. We in particular find ς0 = −∇r0 − τ̃ , which in turn
leads to ς = −∇r − τ . Thus, taking into account inhomogeneous boundary conditions can
be transformed into considering Definitions 6.2.1–6.2.3 with modified right-hand sides. One
particularly important consequence is that all the results presented in Sections 6.4–6.6 carry
appropriately over.





Chapter 7

The Laplace equation in multiple
space dimensions

Let us recall the Laplace equation (1.1a)–(1.1b): for f ∈ L2(Ω), find u : Ω → R such that

−∆u = f in Ω, (7.1a)

u = 0 on ∂Ω. (7.1b)

As in Chapter 2, (7.1a)–(7.1b) does not have a classical solution (i.e., u ∈ C2(Ω)) in general.
We are thus again led to the variational formulation.

7.1 Variational formulation

In order to define u, we set:

Definition 7.1.1 (Variational formulation of (7.1a)–(7.1b)). Find u ∈ H1
0 (Ω) such that

(∇u,∇v) = (f, v) ∀v ∈ H1
0 (Ω). (7.2)

The existence and uniqueness of a solution of (7.2) is ensured by the Riesz representation
theorem (or by the Lax–Milgram theorem). The equivalent of Definition 2.2.2 is as follows:

Definition 7.1.2 (Flux). Let u be the solution of (7.2). Set

σ := −∇u. (7.3)

We will call σ the flux.

In analogy with Chapter 2 and using the definitions of the spaces H1
0 (Ω) and H(div,Ω)

from Chapter 4, we have:

Theorem 7.1.3 (Properties of the weak solution of (7.1a)–(7.1b)). Let u be the solution
of (7.2). Let σ be given by (7.3). Then

u ∈ H1
0 (Ω), σ ∈ H(div,Ω), ∇·σ = f.

Proof. The weak solution u belongs to H1
0 (Ω) by definition. In order to verify that σ ∈

H(div,Ω), we need to check the three conditions of Definition 4.2.1. Condition 1 is obvious,
as u ∈ H1

0 (Ω) and thus −∇u = σ is square-integrable. For the function w of condition 2a,
choose w := f and note that f ∈ L2(Ω) by assumption. Then condition 2b follows immediately
from (7.2) and the fact that D(Ω) ⊂ H1

0 (Ω). Thus ∇·σ = f .
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7.2 Approximate solution

In order to make the presentation general, not restricted to any particular numerical method,
we are led to suppose here that the approximate solution uh that we are given satisfies

uh ∈ H1(Th), (7.4)

where H1(Th) is the broken Sobolev space of Definition 4.3.1. Examples of uh given by various
numerical methods are given below in Section 7.13.

In analogy with Definition 2.3.2, we set:

Definition 7.2.1 (Approximate flux). Let uh be the approximate solution, cf. (7.4). We will
call

−∇uh (7.5)

the approximate flux.

The following remark should be compared to Theorem 7.1.3 and to Remark 2.3.3:

Remark 7.2.2 (Properties of the approximate solution uh of (7.4)). Let uh be the approximate
solution, cf. (7.4). Then

uh ̸∈ H1
0 (Ω), −∇uh ̸∈ H(div,Ω), ∇·(−∇uh) ̸= f in general. (7.6)

7.3 Energy (semi-)norm and its dual characterization

As in Chapter 2, we will measure the distance between u and uh in the energy (semi-)norm.
This is the norm induced by the scalar product in (7.2):

∥∇v∥, v ∈ H1
0 (Ω). (7.7)

In a complete analogy to Theorem 2.4.1, with the same proof, this norm can be characterized
as a dual norm:

Theorem 7.3.1 (Energy norm for (7.1a)–(7.1b) as a dual norm). Let v ∈ H1
0 (Ω). Then

∥∇v∥ = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

(∇v,∇φ). (7.8)

7.4 Error characterization

Our fundamental result for a posteriori error estimation is the following characterization of
the error. It reveals that ∥∇(u−uh)∥ is given by the distance of uh to the correct space for the
primal variable (potential) u, which is H1

0 (Ω), plus the distance of ∇uh to the correct space for
the dual variable (flux) −∇u, which is H(div,Ω), subject to a divergence constraint (recall at
this occasion Definitions 4.1.4 and 4.2.2).

Theorem 7.4.1 (Error characterization). Let u ∈ H1
0 (Ω) be the weak solution given by Defi-

nition 7.1.1 and let uh ∈ H1(Th) be arbitrary. Then

∥∇(u− uh)∥2 = min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥2 + min
v∈H1

0 (Ω)
∥∇(uh − v)∥2. (7.9)
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Proof. Let us define a function s ∈ H1
0 (Ω) by

(∇s,∇v) = (∇uh,∇v) ∀v ∈ H1
0 (Ω). (7.10)

There exists one and only one s, which follows from the Riesz representation theorem. Indeed,
firstly, H1

0 (Ω) is a Hilbert space for the scalar product (∇ ·,∇ ·). Secondly, |(∇uh,∇v)| ≤
∥∇uh∥∥∇v∥ by the Cauchy–Schwarz inequality, so that the right-hand side of (7.10) represents
a continuous linear form on H1

0 (Ω) in view of our assumption (7.4). The function s represents
the orthogonal projection of the approximate solution uh onto the space H1

0 (Ω) with respect
to the scalar product (∇ ·,∇ ·). With the aid of s, we can write the Pythagorean equality

∥∇(u− uh)∥2 = ∥∇(u− s)∥2 + ∥∇(s− uh)∥2. (7.11)

To prove this shortly, we develop

∥∇(u− uh)∥2 = ∥∇(u− s+ s− uh)∥2 = ∥∇(u− s)∥2 + ∥∇(s− uh)∥2 +2(∇(u− s),∇(s− uh)),

and the last term in the above expression vanishes in view of the orthogonality (7.10), since
u− s can be taken as a test function v ∈ H1

0 (Ω) in (7.10). We now continue in two steps.
1) Since s is a projection of uh,

∥∇(s− uh)∥2 = min
v∈H1

0 (Ω)
∥∇(v − uh)∥2. (7.12)

This can again be proven directly from (7.11) used for any function v ∈ H1
0 (Ω) in place of

u ∈ H1
0 (Ω),

∥∇(v − uh)∥2 = ∥∇(v − s)∥2 + ∥∇(s− uh)∥2,
from where we get

∥∇(s− uh)∥2 = ∥∇(v − uh)∥2 − ∥∇(v − s)∥2 ≤ ∥∇(v − uh)∥2 ∀v ∈ H1
0 (Ω).

This handles the second term in (7.11) in the form needed in (7.9).
2) As for the first term in (7.11), we first notice that u− s ∈ H1

0 (Ω). Thus (7.8) and (7.10)
give

∥∇(u− s)∥ = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

(∇(u− s),∇φ) = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

(∇(u− uh),∇φ). (7.13)

Let now φ ∈ H1
0 (Ω) with ∥∇φ∥ = 1 be fixed. Using the characterization (7.2) of the weak

solution, we have
(∇(u− uh),∇φ) = (f, φ)− (∇uh,∇φ). (7.14)

Finally, for an arbitrary v ∈ H(div,Ω) such that ∇·v = f , the Green theorem gives

(f, φ)− (∇uh,∇φ) = (∇·v, φ)− (∇uh,∇φ) = −(∇uh + v,∇φ).

Consequently, by the Cauchy–Schwarz inequality,

∥∇(u− s)∥ ≤ min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥. (7.15)

In the rest of the proof, we show that actually

∥∇(u− s)∥ = min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥, (7.16)
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which handles the first term in (7.11) in the form needed in (7.9).

The argument of the minimum in (7.15) is

σ := arg min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥

and is characterized by the Euler–Lagrange conditions as a function σ ∈ H(div,Ω) with
∇·σ = f such that

(σ,v) = −(∇uh,v) ∀v ∈ H(div,Ω) with ∇·v = 0.

This problem is in turn equivalent to finding σ ∈ H(div,Ω) and r ∈ L2(Ω) such that

(σ,v)− (r,∇·v) = −(∇uh,v) ∀v ∈ H(div,Ω), (7.17)

(∇·σ, q) = (f, q) ∀q ∈ L2(Ω). (7.18)

Now, (7.17) implies, see Theorem 6.3.1, that r ∈ H1
0 (Ω) with ∇r = −σ−∇uh. Consequently,

by (7.8) and the Green theorem,

min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥ = ∥∇uh + σ∥ = ∥∇r∥ = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

(∇r,∇φ)

= sup
φ∈H1

0 (Ω); ∥∇φ∥=1

(−σ −∇uh,∇φ) = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

{(f, φ)− (∇uh,∇φ)},

(7.19)

and (7.13)–(7.14) show that (7.16) holds true. Thus (7.11), (7.12), and (7.16) imply the
claim (7.9).

Remark 7.4.2 (A posteriori error estimate by the error characterization of Theorem 7.4.1).
Under the assumptions of Theorem 7.4.1, it follows from (7.9) that

∥∇(u− uh)∥2 ≤ ∥∇uh + σh∥2 + ∥∇(uh − sh)∥2

for an arbitrary σh ∈ H(div,Ω) with ∇·σh = f and an arbitrary sh ∈ H1
0 (Ω). This is an

estimate on the error ∥∇(u − uh)∥ and has been at the origin of a posteriori analysis, when
uh ∈ H1

0 (Ω), from the fundamental works of Mikhlin [74] or Ladevèze [70]. Imposing ∇·σh =
f stands on the other extreme with respect to Theorem 2.6.1, where ∇·σh was completely
unconstrained. It is practically irrelevant to try to obtain a suitable flux σh which satisfies
exactly ∇·σh = f for general f ∈ L2(Ω). It is, though, possible to obtain σh in a finite-
dimensional subspace Vh of H(div,Ω), cf. Section 5.3, such that ∇·σh = ΠQh

f . Here Qh ⊂
L2(Ω) and ΠQh

f is the L2(Ω)-orthogonal projection onto Qh, see (5.2). Then the remaining
difference between f and ΠQh

f can be treated, giving rise to the so-called data oscillation.

In the next sections, we will be inspired by the above result. We will in particular show
how to construct a suitable σh such that ∇·σh = ΠQh

f . Importantly, the construction of σh
will be local, over patches of mesh elements, in contrast to some initial developments where a
costly global solve over the entire domain Ω was necessary, and similarly for sh.
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7.5 Prager–Synge equality

The following result is due to Prager and Synge [81] and is linked to Theorem 7.4.1 when
uh ∈ H1

0 (Ω):

Theorem 7.5.1 (Prager–Synge equality). Let u ∈ H1
0 (Ω) be the solution of (7.2) and let

uh ∈ H1
0 (Ω) and σh ∈ H(div,Ω) with ∇·σh = f be arbitrary. Then

∥∇(u− uh)∥2 + ∥∇u+ σh∥2 = ∥∇uh + σh∥2. (7.20)

Proof. Adding and subtracting ∇u, we develop

∥∇uh + σh∥2 = ∥∇(uh − u) +∇u+ σh∥2

= ∥∇(uh − u)∥2 + ∥∇u+ σh∥2 + 2(∇(uh − u),∇u+ σh).

Note from Theorem 7.1.3 that ∇u ∈ H(div,Ω) with ∇·(∇u) = −f . Thus (∇u + σh) ∈
H(div,Ω) and in particular ∇·(∇u + σh) = 0. Thus, using that uh − u ∈ H1

0 (Ω), the Green
theorem, see Theorem 4.2.5, gives

(∇(uh − u),∇u+ σh) = −(∇·(∇u+ σh), uh − u) = 0,

whence the assertion follows.

7.6 Potential and flux reconstructions

From Theorem 7.1.3 and Remark 7.2.2, we see that the approximate solution (or approximate
potential) uh and the approximate flux −∇uh can be nonphysical. Starting from Theorem 7.4.1
and developing the ideas of Section 2.5, we will introduce their “corrections”, a potential
reconstruction sh and a flux reconstruction σh:

Definition 7.6.1 (Potential reconstruction). Let uh be the approximate solution, cf. (7.4).
We will call the potential reconstruction any function sh constructed from uh which satisfies

sh ∈ H1
0 (Ω).

In order to improve on the non fully satisfactory result of Theorem 2.6.1, see Remarks 2.6.2
and 7.4.2, not only we will impose that the flux reconstruction σh lies in the correct functional
space, but we will also prescribe a condition on its divergence. This is linked to the fact that
on the continuous level, ∇·σ = f , as we have seen in Theorem 7.1.3:

Definition 7.6.2 (Equilibrated flux reconstruction). We will call the equilibrated flux recon-
struction any function σh constructed from uh which satisfies

σh ∈ H(div,Ω), (7.21a)

(∇·σh, 1)K = (f, 1)K ∀K ∈ Th. (7.21b)

Note that (7.21b) is a weak form of the condition ∇·σ = f ; only the mean values of the
divergence of σh need to coincide with the mean values of f on each mesh element.
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7.7 Residual and its dual norm

To get a further theoretical insight, it is useful to define a residual of the variational formulation
of Definition 7.1.1. Let a function uh ∈ H1(Th) be given.

Definition 7.7.1 (Residual). Let uh ∈ H1(Th). Then R(uh) ∈ H−1(Ω) is defined by

⟨R(uh), φ⟩H−1(Ω),H1
0 (Ω) := (f, φ)− (∇uh,∇φ) φ ∈ H1

0 (Ω).

From (7.2), when uh ∈ H1
0 (Ω), we immediately see that the residual is zero if and only if

the function uh equals to the weak solution u. More precisely, the following important theorem
holds for such conforming uh:

Theorem 7.7.2 (Equivalence between the energy and dual residual norms). Let u be the weak
solution given by Definition 7.1.1. Let uh ∈ H1

0 (Ω) be arbitrary. Then

∥∇(u− uh)∥ = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

{(f, φ)− (∇uh,∇φ)} = ∥R(uh)∥H−1(Ω). (7.22)

Proof. We have already shown this in the proof of Theorem 7.4.1, but let us redo the proof
in this simpler setting where uh ∈ H1

0 (Ω) and not merely uh ∈ H1(Th). Take u− uh in place
of v in (7.8). Then using (7.2), we see that (∇(u − uh),∇φ) = (f, φ) − (∇uh,∇φ) for any
φ ∈ H1

0 (Ω). Definition 7.7.1 then finishes the proof.

The energy error in uh ∈ H1
0 (Ω) is thus equal to the dual norm of the residual of a

conforming uh ∈ H1
0 (Ω) for the Laplace equation. Moreover, from (7.19) above, we also see:

Theorem 7.7.3 (Dual residual and H(div,Ω) distance norms). Let u be the weak solution
given by Definition 7.1.1. Let uh ∈ H1(Th) be arbitrary. Then

∥R(uh)∥H−1(Ω) = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

{(f, φ)− (∇uh,∇φ)} = min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥.

7.8 A general a posteriori error estimate

We now finally give here our a posteriori error estimate on the distance between u, the unknown
solution of (7.2), and uh, the known approximate solution characterized by (7.4). Note that
it gives a guaranteed upper bound in the sense of the property i) of Section 1.4. Also note
that this estimate is not restricted to any particular numerical method. We will show how to
apply it to usual discretization methods in Section 7.13 below.

Theorem 7.8.1 (A general a posteriori error estimate for (7.1a)–(7.1b)). Let u be the weak
solution given by Definition 7.1.1. Let uh be an arbitrary function satisfying (7.4). Let sh be
a potential reconstruction in the sense of Definition 7.6.1 and σh an equilibrated flux recon-
struction in the sense of Definition 7.6.2. For any K ∈ Th, define the residual estimator by

ηR,K :=
hK
π

∥f −∇·σh∥K , (7.23a)

the flux estimator by

ηF,K := ∥∇uh + σh∥K , (7.23b)
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and the nonconformity estimator by

ηNC,K := ∥∇(uh − sh)∥K . (7.23c)

Then
∥∇(u− uh)∥2 ≤

∑
K∈Th

(ηF,K + ηR,K)2 +
∑
K∈Th

η2NC,K . (7.24)

Proof. If ∇·σh = f holds, and not merely (7.21b), then the result follows immediately from
Theorem 7.4.1, see Remark 7.4.2. Let us thus suppose that merely (7.21b) holds and let us
estimate the first term in (7.9).

From Theorem 7.7.3, we know that

min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥ = sup
φ∈H1

0 (Ω); ∥∇φ∥=1

{(f, φ)− (∇uh,∇φ)}.

Let φ ∈ H1
0 (Ω) with ∥∇φ∥ = 1 be fixed. Adding and subtracting (σh,∇φ), where σh is the

equilibrated flux reconstruction in the sense of Definition 7.6.2, and using the Green theorem
(σh,∇φ) = −(∇·σh, φ) (see Theorem 4.2.5), we have

(f, φ)− (∇uh,∇φ) = (f −∇·σh, φ)− (∇uh + σh,∇φ).

The Cauchy–Schwarz inequality gives

−(∇uh + σh,∇φ) ≤
∑
K∈Th

∥∇uh + σh∥K∥∇φ∥K =
∑
K∈Th

ηF,K∥∇φ∥K ,

whereas the approximate equilibrium property (7.21b), the Poincaré inequality (4.20), and the
Cauchy–Schwarz inequality give

(f −∇·σh, φ) =
∑
K∈Th

(f −∇·σh, φ)K =
∑
K∈Th

(f −∇·σh, φ− φK)K

≤
∑
K∈Th

hK
π

∥f −∇·σh∥K∥∇φ∥K =
∑
K∈Th

ηR,K∥∇φ∥K .
(7.25)

Combining the above results while using the Cauchy–Schwarz inequality gives

min
v∈H(div,Ω)

∇·v=f

∥∇uh + v∥2 ≤

 sup
φ∈H1

0 (Ω); ∥∇φ∥=1

∑
K∈Th

(ηF,K + ηR,K)∥∇φ∥K


2

≤
∑
K∈Th

(ηF,K + ηR,K)2,

whence the assertion of the theorem follows.

Remark 7.8.2 (Theorem 7.8.1). The three estimators of Theorem 7.8.1 ηNC,K , ηF,K , and
ηR,K reflect respectively the three possible violations of physical properties of the approximate
solution uh discussed in Remark 7.2.2. Note that whenever uh ∈ H1

0 (Ω), we can set the
potential reconstruction sh from Definition 7.6.1 equal to uh and the estimator ηNC,K vanishes.
Similarly, shall it happen that −∇uh ∈ H(div,Ω) and (∇·(−∇uh), 1)K = (f, 1)K for all
K ∈ Th (we shall indeed meet such cases below), we can set the flux reconstruction σh from
Definition 7.6.2 equal to −∇uh and the estimator ηF,K vanishes. Shall moreover ∇·(−∇uh) =
f , then ηR,K vanishes as well.
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7.9 Flux reconstruction via local Neumann mixed finite ele-
ment problems

This section describes a practical way to obtain the equilibrated flux reconstruction introduced
in Definition 7.6.2. We rewrite here equivalently the technique of [22] which generalizes [40],
proceeding as in [53, 55]. The equilibration goes over patches of elements ωa sharing a vertex
a ∈ Vh. We will employ the dual mixed finite element method introduced in Definition 6.6.3 for
this purpose. Let Vh×Qh stand for the mixed finite element spaces introduced in Section 5.3;
whenever uh ∈ Pk(Th), RTNk × Pk(Th) is the typical choice. Let Vh(ωa) × Qh(ωa) denote
their restriction to ωa. Recall also the definition of the hat function from Section 5.2.

Definition 7.9.1 (Flux σh). Let uh ∈ H1(Th), and let it satisfy the hat-function orthogonality

(∇uh,∇ψa)ωa = (f, ψa)ωa ∀a ∈ V int
h . (7.26)

For each a ∈ Vh, prescribe ςah ∈ Va
h and r̄ah ∈ Qa

h by solving

(ςah ,vh)ωa − (r̄ah,∇·vh)ωa = −(τ a
h ,vh)ωa ∀vh ∈ Va

h, (7.27a)

(∇·ςah , qh)ωa = (ga, qh)ωa ∀qh ∈ Qa
h, (7.27b)

with the spaces

Va
h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa},

Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, a ∈ V int

h , (7.28a)

Va
h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa \ ∂Ω},

Qa
h := Qh(ωa),

a ∈ Vext
h , (7.28b)

and the right-hand sides

τ a
h := ψa∇uh, (7.29a)

ga := ψaf −∇ψa·∇uh. (7.29b)

Then, set

σh :=
∑
a∈Vh

ςah . (7.30)

In (7.28), a homogeneous Neumann (no-flux) boundary condition on the whole boundary
of the patch ωa together with mean value zero is imposed for interior vertices, whereas the
no-flux condition is only imposed in the interior of Ω for boundary vertices. Also note that
by (7.26), (ga, 1)ωa = 0 follows for interior vertices a, which is the Neumann compatibility
condition. Existence and uniqueness of the solution to (7.27) have been treated in Section 6.6.
We now verify the requirements of Definition 7.6.2:

Lemma 7.9.2 (Properties of σh). Definition 7.9.1 yields a flux reconstruction σh ∈ H(div,Ω)
such that

(f −∇·σh, vh)K = 0 ∀vh ∈ Qh(K) ∀K ∈ Th. (7.31)

Proof. It is clear that σh ∈ H(div,Ω), as all the individual components ςah belong to H(div,Ω)
(when extended by zero outside of ω) (the homogeneous Neumann boundary condition of (7.28)
is essential here!), and σh is their sum by (7.30). Let a ∈ V int

h . Then the facts that ςah ·nωa = 0
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on ∂ωa and (ga, 1)ωa = 0 enable us to take the constants as test functions in (7.27b): indeed
the Green theorem then immediately gives (∇·ςah , 1)ωa = (ga, 1)ωa = 0. Thus (7.27b) actually
holds for all functions from Qh(ωa) and not only for functions with mean value zero. Next
crucial argument is that the polynomials in Qh(ωa) are discontinuous, see Section 5.1. We
thus infer that any qh ∈ Qh(K) for any K ∈ Ta can be taken as a test function in (7.27b).

We are now ready to prove (7.31). Fix K ∈ Th and vh ∈ Qh(K). Employing that σh|K =∑
a∈VK

ςah |K from (7.30) and (7.27b) with (7.29b),

(f −∇·σh, vh)K =
∑
a∈VK

(ψaf −∇·ςah , vh)K =
∑
a∈VK

(∇ψa·∇uh, vh)K = 0,

where ∑
a∈VK

ψa|K = 1|K , (7.32)

the partition of unity by the hat functions, was also used.

Remark 7.9.3 (Data oscillation). The orthogonality (7.31) together with the mixed finite
element spaces property ∇·Vh(K) = Qh(K) for any K ∈ Th imply that

hK
π

∥f −∇·σh∥K =
hK
π

∥f −ΠQh
f∥K ,

i.e., ηR,K from (7.23a) is actually a so-called data oscillation term (recall from (5.2) that ΠQh

is the L2(Ω)-orthogonal projection onto Qh). If the energy error ∥∇(u − uh)∥ converges as
O(hk), Qh = Pk(Th), and f is elementwise smooth, this term converges as O(hk+2), i.e., by
two orders faster.

Remark 7.9.4 (Local flux minimization). From (7.24), a possible “best” choice for the equi-
librated flux reconstruction would be

σh := arg min
vh∈Vh,∇·vh=ΠQh

f
∥∇uh + vh∥.

This, however, represents a global minimization and as such is way too expensive, see prop-
erty v) and the discussion in Section 1.4. Definition 7.9.1 rather relies on the partition of
unity by the hat functions ψa and finds the following local minimizers:

ςah := arg min
vh∈Va

h,∇·vh=ΠQa
h
(ψaf−∇ψa·∇uh)

∥ψa∇uh + vh∥ωa ∀a ∈ Vh. (7.33)

Indeed, it is enough to see Lemma 6.6.8 for the equivalence of the discrete dual mixed formu-
lation (7.27) with the discrete constrained minimization (7.33).

Remark 7.9.5 (Flux equilibration). The advantage of Definition 7.9.1 is that, under assump-
tion (7.26), it is completely generic (works for uh ∈ H1(Th)) and chooses the best flux in the
sense of (7.33). Also, as we shall see below, it leads to local efficiency with a constant which
is independent of the polynomial degree and which can be fully bounded. On the other hand,
local linear systems (7.27) need to be implemented and solved. For a given numerical method,
different cheaper procedures can be devised; typically, in locally conservative methods, the flux
reconstruction can be prescribed element by element, without any linear system solve. Such
approaches are described below in Section 8.3.
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7.10 Potential reconstruction via local Dirichlet finite element
problems

We now turn to the potential reconstruction sh, necessary when uh ̸∈ H1
0 (Ω). LetWh ⊂ H1

0 (Ω)
be as the space Vh in Section 5.2. A typical case, for uh ∈ Pk(Th), is Wh := Pk+1(Th)∩H1

0 (Ω).
In order to obtain sh following Definition 7.6.1, we proceed as in [55], similarly to [29]:

Definition 7.10.1 (Potential sh). Let uh ∈ H1(Th). For each a ∈ Vh, set W a
h :=Wh∩H1

0 (ωa)
and define sah ∈W a

h by

(∇sah,∇vh)ωa = (∇(ψauh),∇vh)ωa ∀vh ∈W a
h . (7.34)

Then set
sh :=

∑
a∈Vh

sah. (7.35)

The existence and uniqueness of each sah is straightforward from the Riesz representation
theorem, see Section 6.6. Moreover, as each sah ∈ H1

0 (Ω) (we again tacitly assume extension
by zero outside of ωa), sh is indeed in H1

0 (Ω) by (7.35). Similarly to Remark 7.9.4, we can
observe here:

Remark 7.10.2 (Local potential minimization). From (7.24), a possible “best” choice for the
potential reconstruction would be

sh := arg min
vh∈Wh

∥∇(uh − vh)∥

for some finite-dimensional subspace Wh of H1
0 (Ω). This represents a global minimization, too

expensive in view of property v) of Section 1.4. Lemma 6.6.8 shows that Definition 7.10.1
actually performs the following partition-of-unity-based local minimization:

sah := arg min
vh∈Wa

h

∥∇(ψauh − vh)∥ωa ∀a ∈ Vh. (7.36)

Let d = 2 and let Rπ
2
:=

(
0 −1
1 0

)
be the matrix of rotation by π

2 ; then Rπ
2
∇ stands for the

weak broken curl, i.e., the rotated weak broken gradient: for v ∈ H1(Th),Rπ
2
∇v = (−∂yv, ∂xv).

An extremely interesting link appears between Definitions 7.9.1 and 7.10.1:

Theorem 7.10.3 (Equivalence of primal and mixed minimizations). Let d = 2. For each
a ∈ Vh, prescribe ςah ∈ Va

h and r̄ah ∈ Qa
h by solving

(ςah ,vh)ωa − (r̄ah,∇·vh)ωa = −(τ a
h ,vh)ωa ∀vh ∈ Va

h, (7.37a)

(∇·ςah , qh)ωa = (ga, qh)ωa ∀qh ∈ Qa
h, (7.37b)

with the spaces

Va
h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa},

Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, (7.38)

and the right-hand sides

τ a
h := Rπ

2
∇(ψauh), (7.39a)

ga := 0. (7.39b)
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Set

−Rπ
2
∇sah := ςah , (7.40a)

sah := 0 on ∂ωa. (7.40b)

LetWh be given by Qh increased by one order and intersected with H1
0 (Ω). Then s

a
h from (7.34)

and (7.40) coincide.

Proof. Note that ςah ·nωa = 0 on ∂ωa and (7.39b) enable us to take all test functions from
Qh(ωa) in (7.37b), so that ∇·ςah = 0. Then we conclude from Lemma 6.6.8 that (7.37) is
equivalent to

ςah := arg min
vh∈Va

h,∇·vh=0

∥∥Rπ
2
∇(ψauh) + vh

∥∥
ωa

∀a ∈ Vh. (7.41)

Now, divergence-free functions from Vh = RTNk, see (5.7), are rotated gradients of polyno-
mials from Pk+1, see [24, Corollary 3.2]. In particular, the continuity of the normal trace of
ςah over the interior edges of Ta implies the continuity of the tangential trace of ∇sah over the
interior edges of Ta, and similarly, the normal trace of ςah being zero on ∂ωa, s

a
h is constant on

∂ωa and we can fix it to zero on ∂ωa by (7.40b). Thus, (7.41) together with (7.40a)–(7.40b)
gives

sah = arg min
vh∈Wa

h

∥∥Rπ
2
∇(ψauh)− Rπ

2
∇vh

∥∥
ωa

∀a ∈ Vh.

As
∥∥Rπ

2
∇(ψauh − vh)

∥∥
ωa

= ∥∇(ψauh − vh)∥ωa , (7.36) follows.

A remarkable fact is that the local mixed finite element problem (7.37) is the same as (7.27);
only the spaces Va

h and Qa
h differ for boundary vertices, and the right-hand sides τ a

h and ga

differ for all vertices. Thus, we can henceforth only study such dual mixed formulations.

Remark 7.10.4 (Alternative potential reconstruction). Let d = 2. Then an alternative po-
tential reconstruction, close to that of [29, Section 6.3] is possible for uh ∈ H1(Th) under the
assumption

(∇uh,Rπ
2
∇ψa)ωa = 0 ∀a ∈ Vh. (7.42)

Set

τ a
h := ψaRπ

2
∇uh, (7.43a)

ga := (Rπ
2
∇ψa)·∇uh, (7.43b)

and use (7.37)–(7.38) together with

ςh :=
∑
a∈Vh

ςah .

This yields ςh ∈ Vh such that ςh·nΩ = 0 on ∂Ω. Moreover, proceeding as in Lemma 7.9.2, one
readily checks that ∇·ςh = 0. Thus, there exists a piecewise polynomial sh in H1

0 (Ω) such that

−Rπ
2
∇sh = ςh.

The advantage of the choice (7.39) is that condition (7.42) is not needed and that it is linked
to Definition 7.10.1 via Theorem 7.10.3. The advantage of the choice (7.43) is that the local
efficiency will be proven with a simpler constant; see Remark 7.11.3 below.

Remark 7.10.5 (Potential reconstruction). Similar observations as in Remark 7.9.5 hold
here as well: Definition 7.10.1 is completely generic, chooses the best reconstruction in the
sense (7.36), and leads to polynomial degree robustness and guaranteed maximal overestima-
tion. A cheaper generic construction, see Definition 8.3.1 in Section 8.3 below, is an alterna-
tive.
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7.11 Polynomial-degree-robust local efficiency

We will investigate in this section the efficiency of the a posteriori error estimate of Theo-
rem 7.8.1 with the reconstructions of Definitions 7.9.1 and 7.10.1. We will show that for shape-
regular meshes, see Section 3.1, they also give a (local) lower bound for the error ∥∇(u−uh)∥,
up to a generic constant only depending on the shape-regularity parameter κT .

We proceed in three steps. In Section 7.11.1, we introduce primal continuous problems on
patches of mesh elements which are such that the energy norms of their solutions represent
lower bounds of the error in the patches. In Section 7.11.2, we show that the local construc-
tions of Sections 7.9 and 7.10 represent lower bounds, up to a polynomial-degree-independent
constant, of the energy norms of the continuous solutions from Section 7.11.1. Finally, in Sec-
tion 7.11.3, elementwise local lower bounds for the actual estimators are derived from the
results of Section 7.11.1 and Section 7.11.2.

7.11.1 Continuous-level problems with hat functions on patches

The following important result has been first shown in [27, 21]:

Lemma 7.11.1 (Continuous efficiency, flux reconstruction). Let u be the weak solution of (7.2)
and let uh ∈ H1(Th) be arbitrary. Let a ∈ Vh and let ra ∈ H1

∗ (ωa) solve

(∇ra,∇v)ωa = −(τ a
h ,∇v)ωa + (ga, v)ωa ∀v ∈ H1

∗ (ωa) (7.44)

with the space

H1
∗ (ωa) := {v ∈ H1(ωa); (v, 1)ωa = 0}, a ∈ V int

h , (7.45a)

H1
∗ (ωa) := {v ∈ H1(ωa); v = 0 on ∂ωa ∩ ∂Ω}, a ∈ Vext

h , (7.45b)

and the right-hand sides τ a
h and ga from (7.29). Then there exists a constant Ccont,PF > 0

only depending on the shape-regularity parameter κT such that

∥∇ra∥ωa ≤ Ccont,PF∥∇(u− uh)∥ωa . (7.46)

Proof. There holds
∥∇ra∥ωa = sup

v∈H1
∗(ωa); ∥∇v∥ωa=1

(∇ra,∇v)ωa , (7.47)

cf. Theorem 2.4.1. Fix v ∈ H1
∗ (ωa) with ∥∇v∥ωa = 1. Definitions (7.44) and (7.29), the fact

that ψav ∈ H1
0 (ωa), the characterization (7.2) of the weak solution, and the Cauchy–Schwarz

inequality imply

(∇ra,∇v)ωa = − (ψa∇uh,∇v)ωa + (ψaf −∇ψa·∇uh, v)ωa (7.48)

= (f, ψav)ωa − (∇uh,∇(ψav))ωa

= (∇(u− uh),∇(ψav))ωa

≤ ∥∇(u− uh)∥ωa∥∇(ψav)∥ωa .

Next,

∥∇(ψav)∥ωa = ∥∇ψav + ψa∇v∥ωa

≤ ∥∇ψa∥∞,ωa∥v∥ωa + ∥ψa∥∞,ωa∥∇v∥ωa

≤ 1 + CPF,ωahωa∥∇ψa∥∞,ωa ,

(7.49)
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employing ∥∇v∥ωa = 1, ∥ψa∥∞,ωa = 1, the Poincaré inequality (4.20) on the patch ωa for
a ∈ V int

h , the Friedrichs inequality (4.21) on the patch ωa for a ∈ Vext
h , and setting CPF,ωa :=

CP,ωa if a ∈ V int
h and CPF,ωa := CF,ωa if a ∈ Vext

h . Thus (7.46) follows with Ccont,PF :=
maxa∈Vh

{1 + CPF,ωahωa∥∇ψa∥∞,ωa}.

We now prove a similar estimate for the potential case. The proof hinges on the additional
assumption of the continuity in mean of the jumps of the approximate solution uh (note that
this assumption implies (7.42)). We refer to Section 7.13.3 for a more refined analysis when
this assumption is not met.

Lemma 7.11.2 (Continuous efficiency, potential reconstruction). Let d = 2. Let u be the
weak solution of (7.2) and let uh ∈ H1(Th) satisfy

⟨[[uh]], 1⟩e = 0 ∀e ∈ Eh. (7.50)

Let a ∈ Vh and let ra ∈ H1
∗ (ωa) solve

(∇ra,∇v)ωa = −(τ a
h ,∇v)ωa + (ga, v)ωa ∀v ∈ H1

∗ (ωa) (7.51)

with the space

H1
∗ (ωa) := {v ∈ H1(ωa); (v, 1)ωa = 0} (7.52)

and the right-hand sides τ a
h and ga from (7.39). Then there exists a constant Ccont,bPF > 0

only depending on the shape-regularity parameter κT such that

∥∇ra∥ωa ≤ Ccont,bPF∥∇(u− uh)∥ωa . (7.53)

Proof. We start again from (7.47) and fix v ∈ H1
∗ (ωa) with ∥∇v∥ωa = 1. For an arbitrary

ũ ∈ H1(ωa) such that (ũ, 1)ωa = (uh, 1)ωa if a ∈ V int
h and ũ = 0 on ∂ωa ∩ ∂Ω if a ∈ Vext

h , we
observe that

(Rπ
2
∇(ψaũ),∇v)ωa = 0.

This follows easily by the Green Theorem 4.2.4. Thus, using (7.51) with (7.39) and the
Cauchy–Schwarz inequality, we arrive at

(∇ra,∇v)ωa = − (Rπ
2
∇(ψauh),∇v)ωa = (Rπ

2
∇(ψa(ũ− uh)),∇v)ωa

≤
∥∥Rπ

2
∇(ψa(ũ− uh))

∥∥
ωa
∥∇v∥ωa = ∥∇(ψa(ũ− uh))∥ωa .

We next intend to proceed as in (7.49), with ũ− uh in place of v. The difference is that now
ũ−uh does not belong to H1(ωa), with zero trace on ∂ωa∩∂Ω for a ∈ Vext

h , but is a piecewise
H1 function from H1(Ta). There is, fortunately, the continuity in mean of the jumps owing to
assumption (7.50), and in particular ⟨ũ − uh, 1⟩e = 0 for all edges e located in ∂ωa ∩ ∂Ω for
a ∈ Vext

h , as well as (ũ − uh, 1)ωa = 0 for a ∈ V int
h . Thus the Poincaré inequality (4.20) and

the Friedrichs inequality (4.21) have to be replaced by their broken versions (4.23) and (4.24)
respectively, leading to

∥∇(ψa(ũ− uh))∥ωa ≤ (1 + CbPF,ωahωa∥∇ψa∥∞,ωa)∥∇(ũ− uh)∥ωa . (7.54)

Now it suffices to choose for ũ the weak solution u shifted on interior patches by a constant such
that (ũ− uh, 1)ωa = 0 to infer (7.53) with Ccont,bPF := maxa∈Vh

{1 + CbPF,ωahωa∥∇ψa∥∞,ωa}.
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Remark 7.11.3 (Efficiency for the potential reconstruction of Remark 7.10.4). Efficiency for
the potential reconstruction of Remark 7.10.4 for d = 2 can be shown as above. In particular,
problem (7.51) with the right-hand sides τ a

h and ga from Remark 7.10.4 and H1
∗ (ωa) still

defined by (7.52) reads: find ra ∈ H1
∗ (ωa) such that

(∇ra,∇v)ωa = (∇uh,Rπ
2
∇(ψav))ωa ∀v ∈ H1

∗ (ωa).

An essential property is that (∇u,Rπ
2
∇(ψav))ωa = 0. Thus,

(∇ra,∇v)ωa ≤ ∥∇(u− uh)∥ωa

∥∥Rπ
2
∇(ψav)

∥∥
ωa

= ∥∇(u− uh)∥ωa∥∇(ψav)∥ωa

for any v ∈ H1
∗ (ωa), and we conclude by (7.49) that

∥∇ra∥ωa ≤ Ccont,P∥∇(u− uh)∥ωa (7.55)

holds in this case, with Ccont,P := maxa∈Vh
{1 + CP,ωahωa∥∇ψa∥∞,ωa}, thereby requiring only

the (usual) Poincaré inequality (4.20).

Remark 7.11.4 (Dual and dual mixed formulations). For a vertex a ∈ Vh, consider the
following dual formulation, cf. Definition 6.2.2: Find ςa ∈ H∗(div, ωa) with ∇·ςa = ga such
that

(ςa,v)ωa = −(τ a
h ,v)ωa ∀v ∈ H∗(div, ωa) with ∇·v = 0. (7.56)

Here, H∗(div, ωa) stands for H(div, ωa) functions with zero normal trace in the appropriate
sense on ∂ωa for a ∈ V int

h and for H(div, ωa) functions with zero normal trace in the appro-
priate sense on ∂ωa \ ∂Ω for a ∈ Vext

h . Similarly, consider the dual mixed formulation, cf.
Definition 6.2.3: Find ςa ∈ H∗(div, ωa) and ra ∈ L2

∗(ωa) such that

(ςa,v)ωa − (ra,∇·v)ωa = −(τ a
h ,v)ωa ∀v ∈ H∗(div, ωa), (7.57a)

(∇·ςa, q)ωa = (ga, q)ωa ∀q ∈ L2
∗(ωa). (7.57b)

Here, L2
∗(ωa) is the space of functions from L2(ωa) with zero mean value for a ∈ V int

h and
L2(ωa) for a ∈ Vext

h . Problems (7.56) and (7.57) are equivalent to the primal formula-
tion (7.44), with ςa = −∇ra − τ a

h , see Theorem 6.3.1 in Chapter 6. Then, (7.27) is the
natural finite element discretization of (7.57), and the same links hold true in the potential
reconstruction cases.

7.11.2 Uniform-in-polynomial-degree stability of mixed finite element meth-
ods

The following crucial result has been shown in Braess et al. [21, Theorem 7], based on Costabel
and McIntosh [35, Corollary 3.4] and Demkowicz et al. [38, Theorem 7.1]:

Corollary 7.11.5 (Uniform stability of mixed finite element methods). Let d = 2. Let a ∈ Vh
and let τ a

h and ga be given either by (7.29) or by (7.39). Suppose that

τ a
h |K ∈ Vh(K) ∀K ∈ Ta, (7.58a)

ga|K ∈ Qh(K) ∀K ∈ Ta. (7.58b)

Let ra ∈ H1
∗ (ωa) accordingly solve either (7.44) with H1

∗ (ωa) given by (7.45) or (7.51) with
H1

∗ (ωa) given by (7.52). Let finally ςah be the solution of either (7.27) or (7.37). Then there
exists a constant Cst > 0 only depending on the shape-regularity parameter κT such that

∥ςah + τ a
h ∥ωa ≤ Cst∥∇ra∥ωa . (7.59)
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Proof. We have from (7.44) or (7.51), using (7.47),

∥∇ra∥ωa = sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

{−(τ a
h ,∇v)ωa + (ga, v)ωa}

= sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

{ ∑
e∈Eh,a∈e

⟨[[−τ a
h ·ne]]︸ ︷︷ ︸
re

, v⟩e +
∑
K∈Ta

(∇·τ a
h + ga︸ ︷︷ ︸
rK

, v)K

}
,

so that ∥∇ra∥ωa in our notation is ∥r∥[H1(ω)/R]∗ in the notation of [21]. Simultaneously, (7.33)
and (7.41) read ∥ςah + τ a

h ∥ωa = infvh∈Va
h,∇·vh=ga∥vh + τ a

h ∥ωa . Setting δah := ςah + τ a
h , we see

that

∥ςah + τ a
h ∥ωa = ∥δah∥ωa = inf

vh∈Va
h(Ta),∇·vh|K=(∇·τa

h+g
a)|K ∀K∈Ta

∥vh∥ωa ,

where Va
h(Ta) is the broken version of Va

h with normal jumps imposed by [[τ a
h ·ne]], which is

the form employed in [21, Theorem 7].

7.11.3 Polynomial-degree-robust local efficiency

We are now ready to prove the main result of this section:

Theorem 7.11.6 (Polynomial-degree-robust local efficiency). Let d = 2. Let u be the weak
solution of (7.2). Let uh be a piecewise polynomial and consider Definition 7.9.1 of σh with
the spaces Vh and Qh satisfying, for all a ∈ Vh,

(ψa∇uh)|K ∈ Vh(K) ∀K ∈ Ta, (7.60a)

(∇ψa·∇uh)|K ∈ Qh(K) ∀K ∈ Ta. (7.60b)

Then,

∥∇uh + σh∥K ≤ CstCcont,PF

∑
a∈VK

∥∇(u− uh)∥ωa

+ Cst

∑
a∈VK

{ ∑
K′∈Ta

(hK′

π
∥ψaf −ΠQh

(ψaf)∥K′

)2} 1
2

,

(7.61)

for all K ∈ Th, with the constants Cst of (7.59) and Ccont,PF of (7.46), respectively. Consider
now Definition 7.10.1 of sh in its equivalent form (7.37)–(7.40) with the space Vh satisfying,
for all a ∈ Vh,

(Rπ
2
∇(ψauh))|K ∈ Vh(K) ∀K ∈ Ta. (7.62)

Assume in addition that uh verifies the zero-mean condition (7.50). Then,

∥∇(uh − sh)∥K ≤ CstCcont,bPF

∑
a∈VK

∥∇(u− uh)∥ωa (7.63)

for all K ∈ Th, with the constants Cst of (7.59) and Ccont,bPF of (7.53), respectively.

Proof. (1) We first prove (7.63). Let K ∈ Th. Using Definition 7.10.1 and Theorem 7.10.3, the
decomposition sh|K =

∑
a∈VK

sah|K , the partition of unity (7.32), and the triangle inequality,
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we infer that

∥∇(uh − sh)∥K =

∥∥∥∥ ∑
a∈VK

(∇(ψauh − sah))|K
∥∥∥∥
K

≤
∑
a∈VK

∥∇(ψauh − sah)∥K

=
∑
a∈VK

∥∥Rπ
2
∇(ψauh − sah)

∥∥
K

=
∑
a∈VK

∥∥Rπ
2
∇(ψauh) + ςah

∥∥
K

≤
∑
a∈VK

∥∥Rπ
2
∇(ψauh) + ςah

∥∥
ωa
.

Noticing that (7.62) is equivalent to (7.58a) (and that ga = 0 in this case, so that condi-
tion (7.58b) is trivially satisfied), Corollary 7.11.5 readily yields∥∥Rπ

2
∇(ψauh) + ςah

∥∥
ωa

≤ Cst∥∇ra∥ωa .

Lemma 7.11.2 concludes the proof of (7.63).

(2) The proof of (7.61) is similar, with the additional technicality of treating a possibly
nonpolynomial source function f . Using Definition 7.9.1, σh|K =

∑
a∈VK

ςah |K , the partition
of unity (7.32), and the triangle inequality, we infer that

∥∇uh + σh∥K =

∥∥∥∥ ∑
a∈VK

(ψa∇uh + ςah)|K
∥∥∥∥
K

≤
∑
a∈VK

∥ψa∇uh + ςah∥ωa .

Note that replacing ψaf by ΠQh
(ψaf) in (7.29b) does not change the solution couple (ςah , r̄

a
h)

of (7.27). Thus, setting g̃a := ΠQh
(ψaf)−∇ψa·∇uh, assumption (7.60b) implies (7.58b) with

ga replaced by g̃a, while assumption (7.60a) implies (7.58a). Consequently, Corollary 7.11.5
yields

∥ψa∇uh + ςah∥ωa ≤ Cst∥∇r̃a∥ωa ,

where r̃a solves (7.44) with g
a replaced by g̃a. We now need to inspect the proof of Lemma 7.11.1.

We observe that

(∇r̃a,∇v)ωa = −(ψa∇uh,∇v)ωa + (ψaf −∇ψa·∇uh, v)ωa + (ΠQh
(ψaf)− ψaf, v)ωa

in place of (7.48). The first two terms on the above right-hand side are treated as in the proof
of Lemma 7.11.1, and we are left to bound

sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

(ΠQh
(ψaf)− ψaf, v)ωa

= sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

{ ∑
K′∈Ta

(ΠQh
(ψaf)− ψaf, v −Π0

K′v)K′

}

≤
{ ∑
K′∈Ta

(hK′

π
∥ψaf −ΠQh

(ψaf)∥K′

)2} 1
2

,

as in (7.25). Combining the above results concludes the proof of (7.61).

Remark 7.11.7 (Data oscillation). As in Remark 7.9.3, if f is elementwise smooth enough,
the data oscillation term in (7.61) typically converges by two orders of magnitude faster than
the energy error.
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Remark 7.11.8 (Robustness for the potential reconstruction of Remark 7.10.4). Proceeding
as in the above proof shows that under the assumptions

(ψaRπ
2
∇uh)|K ∈ Vh(K) ∀K ∈ Ta, (7.64a)

((Rπ
2
∇ψa)·∇uh)|K ∈ Qh(K) ∀K ∈ Ta, (7.64b)

the potential reconstruction of Remark 7.10.4 for d = 2 satisfies the bound (7.63) with Ccont,bPF

replaced by Ccont,P of (7.55).

Remark 7.11.9 (Examples of choice for the degree of Vh and Qh). For uh ∈ Pk(Th), k ≥ 1,
as in many classical numerical methods discussed in Section 7.13 below, the adequate choice
for Vh ×Qh is RTk × Pk(Th).

7.12 Maximal overestimation

The previous developments do now alow yet to specify maximal overestimation by our a
posteriori estimates, as the constant Cst from (7.59) is unknown. We show in this section how
guaranteed (local) maximal overestimation can be obtained. The way to the present results
has been paved by, among others, Babuška et al. [14], Carstensen and Funken [27], Babuška
and Strouboulis [13, Section 5.1], Prudhomme et al. [82], or Repin [85, Section 4.1.1], see also
the references therein, but not necessarily simultaneously with a guaranteed upper bound.

Lemma 7.12.1 (Maximal overestimation). Let the assumptions of Theorem 7.11.6 be verified,
with for simplicity ψaf ∈ Qh (i.e., with (7.58b) satisfied). Then

∥∇uh + σh∥ ≤ 3CstCcont,PF∥∇(u− uh)∥,
∥∇(uh − sh)∥ ≤ 3CstCcont,bPF∥∇(u− uh)∥.

Proof. Employing σh|K =
∑

a∈VK
ςah |K , the partition of unity (7.32), the Cauchy–Schwarz

inequality, and proceeding as in the proof of Theorem 7.11.6, we infer that

∥∇uh + σh∥2

=
∑
K∈Th

∥∇uh + σh∥2K =
∑
K∈Th

∥∥∥∥ ∑
a∈VK

(ψa∇uh + ςah)|K
∥∥∥∥2
K

≤ 3
∑
K∈Th

∑
a∈VK

∥ψa∇uh + ςah∥2K = 3
∑
a∈Vh

∥ψa∇uh + ςah∥2ωa
(7.65)

≤ 3C2
stC

2
cont,PF

∑
a∈Vh

∥∇(u− uh)∥2ωa
= 9C2

stC
2
cont,PF∥∇(u− uh)∥2.

The bound for ∥∇(uh − sh)∥ is similar.

We finally present a local result indicating additionally how to give a computable upper
bound on the value of the unknown constant Cst of (7.59):

Lemma 7.12.2 (Guaranteed maximal local overestimation by auxiliary problems). Let the
assumptions of Theorem 7.11.6 be verified, with additionally ψaf ∈ Qh. Fix a ∈ Vh and
consider an arbitrary conforming finite element approximation in W a

h := Pk̄(Ta) ∩ H1
∗ (ωa),

k̄ ≥ 1, of (7.44) or (7.51) in the form: find rah ∈W a
h such that

(∇rah,∇vh)ωa = −(τ a
h ,∇vh)ωa + (ga, vh)ωa ∀vh ∈W a

h ,
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with the usual choices (7.29) or (7.39) for the right-hand side. Then,

∥ψa∇uh + ςah∥ωa ≤ Ccont,PF
∥ψa∇uh + ςah∥ωa

∥∇rah∥ωa

∥∇(u− uh)∥ωa , (7.66a)

∥∇(ψauh − sah)∥ωa ≤ Ccont,bPF
∥∇(ψauh − sah)∥ωa

∥∇rah∥ωa

∥∇(u− uh)∥ωa . (7.66b)

Proof. As rah is the (∇·,∇·)ωa-orthogonal projection of ra ontoW a
h , ∥∇rah∥ωa ≤ ∥∇ra∥ωa . Thus

the results follow respectively from Lemmas 7.11.1 and 7.11.2.

Remark 7.12.3 (Size of overestimation, comparison with [27]). The above lemma together
with Remark 7.11.4 suggest that the constant Cst approaches 1 as the polynomial degrees k, k̄
are increased. Next, for convex patches ωa around interior vertices a, CP,ωa = 1/π, whereas
hωa∥∇ψa∥∞,ωa ≈ 2 for “nice” meshes. Thus we may expect Ccont,PF ≈ 1 + 2/π from the
proof of Lemma 7.11.1 in such a case. Then Lemma 7.12.1 gives 3CstCcont,PF ≈ 4.9 for the
maximal theoretical overestimation factor. In practice, however, the effectivity indices of the
present estimates are quite close to the optimal value of one, see [21] and Section 7.14 below.
For the conforming finite element method, Carstensen and Funken [27, Example 3.1] obtain
a maximal theoretical overestimation factor 2.34 for “nice” meshes, which is roughly twice
better than our result. This can be attributed to the localization of the estimators around mesh
vertices with a specific use of the partition of unity in [27], see equation (3.7) in this reference
and also the next remark, whereas we loose roughly a factor 3 in the estimate (7.65). Note,
however, that the upper bound in [27] is, in contrast to the lower one, not guaranteed.

Remark 7.12.4 (Localization on the patches ωa). In [27], see in particular Theorem 3.2
therein, the following local problems similar to (7.44) are considered: find ra ∈ H̄1

∗ (ωa) such
that, with the choice (7.29) for the right-hand side,

(ψa∇ra,∇v)ωa = −(τ a
h ,∇v)ωa + (ga, v)ωa ∀v ∈ H̄1

∗ (ωa),

where H̄1
∗ (ωa) are ψ

1
2
a -weighted versions of the spaces (7.45), and the (unfortunately not com-

putable) a posteriori error estimator is simply
∥∥ψ 1

2
a∇ra

∥∥
ωa
. Adjusting the equilibration of

Definition 7.9.1, its computable upper bound may be constructed via local problems consisting
in finding ςah ∈ Va

h and r̄ah ∈ Qa
h such that

(ψaς
a
h ,vh)ωa − (r̄ah,∇·(ψavh))ωa = −(τ a

h ,vh)ωa ∀vh ∈ Va
h,

(∇·(ψaς
a
h), qh)ωa = (ga, qh)ωa ∀qh ∈ Qa

h.

7.13 Application to classical discretizations

We show here how to apply our results to common discretizations via the verification of the
assumptions (7.26), (7.60), and (7.62). The condition (7.50) or alternatively (7.42) will also
be discussed.

7.13.1 Finite element method

Set Vh := Pk(Th) ∩H1
0 (Ω), k ≥ 1. The finite element (FE) method reads:

Definition 7.13.1 (FE method for (7.1a)–(7.1b)). Find uh ∈ Vh such that

(∇uh,∇vh) = (f, vh) ∀vh ∈ Vh. (7.67)
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The application of our framework is straightforward: (7.26) is nothing but the Galerkin
orthogonality with respect to the hat basis function ψa which follows immediately from (7.67)
as ψa ∈ Vh for a ∈ V int

h . Thus the equilibrated flux σh can be reconstructed following Defini-
tion 7.9.1. Condition (7.60) is then satisfied for the choice Vh × Qh := RTk × Pk(Th). The
approximate solution uh is H1

0 (Ω)-conforming, so that we set sh := uh, the nonconformity
estimators ηNC,K = ∥∇(uh − sh)∥K disappear, and there is nothing to verify in this respect.
The resulting error estimators correspond to those of [40, 22, 21]. We summarize this result
in:

Theorem 7.13.2 (Application to the FE method). All the results of this section hold for the
finite element solution uh of Definition 7.13.1 with σh constructed following Definition 7.9.1,
with Vh ×Qh := RTk × Pk(Th) and sh = uh.

7.13.2 Nonconforming finite element method

Let Vh stand for functions from Pk(Th), k ≥ 1, satisfying ⟨[[uh]], qh⟩e = 0 for all polynomials qh
on e up to degree k − 1 and for all e ∈ Eh. In the lowest-order case k = 1, these are piecewise
affine functions which are continuous in the barycenters of all interior faces and equal to zero
in the barycenters of all boundary faces. The nonconforming finite element method for (7.2),
cf. Crouzeix and Raviart [36], Stoyan and Baran [90], or Ainsworth and Rankin [7], reads:

Definition 7.13.3 (NCFE method for (7.1a)–(7.1b)). Find uh ∈ Vh such that

(∇uh,∇vh) = (f, vh) ∀vh ∈ Vh. (7.68)

The approximate solution uh of the nonconforming finite element method (7.68) is precisely
such that (7.6) holds: both its approximate potential uh and its approximate flux −∇uh are
nonconforming. We thus need to specify both the potential and flux reconstructions sh and σh.
This is again straightforward: condition (7.26) follows immediately from (7.68) as ψa ∈ Vh for
all a ∈ V int

h . The approximate solution uh also satisfies (7.50) from the definition of the space
Vh, so that both constructions of Definition 7.10.1 and that of Remark 7.10.4 are possible. In
summary:

Theorem 7.13.4 (Application to the NCFE method). All the results of this section hold for
the nonconforming finite element solution uh of Definition 7.13.3 with σh constructed following
Definition 7.9.1, sh constructed following Definition 7.10.1, Vh × Qh := RTk × Pk(Th), and
the corresponding Wh := Pk+1(Th) ∩H1

0 (Ω).

Remark 7.13.5 (Implicit and explicit flux reconstructions). It has been recently shown in [54]
that several seemingly different flux reconstructions for nonconforming finite elements coincide,
including that of Definition 7.9.1 with the lowest-order Raviart–Thomas–Nédélec space and the
explicit constructions of [39, 3], see Section 8.3.3 below. So, at least in this particular case,
this smears the conceptual difference between the implicit estimators presented in this section
(where solutions of local problems are necessary) and the, a priori cheaper, explicit (directly
computable) ones.

7.13.3 Discontinuous Galerkin method

Set Vh := Pk(Th), k ≥ 1, without any continuity requirement. The discontinuous Galerkin
(DG) method method, see Di Pietro and Ern [41] and the references therein, is:
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Definition 7.13.6 (DG method for (7.1a)–(7.1b)). Find uh ∈ Vh such that∑
K∈Th

(∇uh,∇vh)K −
∑
e∈Eh

{⟨{{∇uh}}·ne, [[vh]]⟩e + θ⟨{{∇vh}}·ne, [[uh]]⟩e}

+
∑
e∈Eh

⟨αh−1
e [[uh]], [[vh]]⟩e = (f, vh) ∀vh ∈ Vh,

(7.69)

where α is a positive stabilization parameter and θ ∈ {−1, 0, 1} corresponds respectively to the
nonsymmetric, incomplete, and symmetric version.

Here again (7.6) is met, so that we proceed to flux and potential reconstructions following
Definitions 7.9.1 and 7.10.1. In the DG context, these have been introduced in [53, 55].
Adjustments for the conditions (7.50) and (7.42) and separate treatments for the different
values of θ will be necessary. We undertake it now.

Discrete gradient and flux reconstruction

Introduce the discrete gradient G(uh) := ∇uh − θ
∑

e∈Eh le([[uh]]) where the lifting operator

le : L2(e) → [P0(Th)]2 is such that (le([[uh]]),vh) = ⟨{{vh}}·ne, [[uh]]⟩e for all vh ∈ [P0(Th)]2,
see [41, Section 4.3]. Observe that G(v) = ∇v for any function v with zero jumps or for any
function in H1(Th) if θ = 0. Then, taking vh = ψa in (7.69) and since ψa has no jumps and
∇ψa ∈ [P0(Th)]2, we infer that (G(uh),∇ψa)ωa = (f, ψa)ωa for all a ∈ V int

h instead of the hat-
function orthogonality (7.26). Thus, Definition 7.9.1 for the flux is possible with right-hand
sides τ a

h := ψaG(uh) and g
a := ψaf −∇ψa·G(uh). The guaranteed estimate of Theorem 7.8.1

using the discrete gradient takes the form

∥G(u− uh)∥2 ≤
∑
K∈Th

(
∥G(uh) + σh∥K +

hK
π

∥f −ΠQh
f∥K

)2
+
∑
K∈Th

∥G(uh − sh)∥2K , (7.70)

and the local efficiency result (7.61) for the flux reconstruction (with ψaf ∈ Qh for simplicity)
takes the form

∥G(uh) + σh∥K ≤ CstCcont,PF

∑
a∈VK

∥G(u− uh)∥ωa , (7.71)

with the polynomial-degree-independent constants Cst of (7.59) and Ccont,PF of (7.46).

Potential reconstruction for the nonsymmetric and incomplete versions

We use Definition 7.10.1 for the potential reconstruction (observe that condition (7.42) does
not hold). As the mean-zero condition (7.50) on the jumps is not satisfied either, we cannot
use directly Lemma 7.11.2. The inspection of its proof, however, shows that we merely need
to replace the estimate (7.54) by

∥∇(ψaũ− ψauh)∥ωa ≤ ∥∇ψa∥∞,ωa∥ũ− uh∥ωa + ∥ψa∥∞,ωa∥∇(ũ− uh)∥ωa

≤ (1 + CbPF,ωahωa∥∇ψa∥∞,ωa)∥∇(ũ− uh)∥ωa

+ CbPF,ωahωa∥∇ψa∥∞,ωa

{ ∑
e∈E int

h ,a∈e

h−1
e ∥Π0

e[[uh]]∥2e

} 1
2

,



7.13 Application to classical discretizations 71

with Π0
e the L

2(e)-orthogonal projection onto constants, using the broken Poincaré–Friedrichs
inequalities (4.23)–(4.24) (since (ũ− uh, 1)ωa = 0 and since ũ has no jumps). Thus,

∥∇ra∥ωa ≤ Ccont,bPF

(
∥∇(u− uh)∥ωa +

{ ∑
e∈E int

h ,a∈e

h−1
e ∥Π0

e[[u− uh]]∥2e

} 1
2
)

in place of (7.53). The local efficiency result (7.63) then yields

∥∇(uh− sh)∥K ≤ CstCcont,bPF

∑
a∈VK

(
∥∇(u− uh)∥ωa +

{ ∑
e∈E int

h ,a∈e

h−1
e ∥Π0

e[[u− uh]]∥2e

} 1
2
)
. (7.72)

It is still polynomial-degree robust, but features the additional jump term. The classical
option to obtain both upper and lower bounds for the same error measure is to resort to the
jumps-augmented energy norm, thereby replacing (7.70) by

∥G(u− uh)∥2 +
∑
e∈Eh

h−1
e ∥Π0

e[[u− uh]]∥2e ≤
∑
K∈Th

(
∥Guh + σh∥K +

hK
π

∥f −ΠQh
f∥K

)2
+
∑
K∈Th

∥G(uh − sh)∥2K +
∑
e∈Eh

h−1
e ∥Π0

e[[uh]]∥2e,
(7.73)

using that [[u− uh]] = −[[uh]]. Then, for the incomplete version, observing that ∇(uh − sh) =
G(uh−sh) and ∇(u−uh) = G(u−uh) in (7.72), (7.71) combined with (7.72) yields polynomial-
degree-robust local efficiency for the same error measure as in (7.73).

For the nonsymmetric version, we need a bound similar to (7.72), but using the discrete
gradient. Since the lifting l only includes the neighboring elements and using the triangle
inequality, we infer that

∥G(uh − sh)∥K ≤ ∥∇(uh − sh)∥K +
∑
e∈EK

∥le([[uh]])∥K . (7.74)

The term ∥∇(uh − sh)∥K is bounded using (7.72), where on the right-hand side, we further
bound ∥∇(u−uh)∥ωa by ∥G(u−uh)∥ωa +

∑
K∈Ta

∑
e∈EK∥le([[uh]])∥K . Additionally, relying on

the fact that the lifting l maps onto piecewise constant functions,

∥le([[uh]])∥K ≤ sup
vh∈[P0(Te)]2; ∥vh∥Te=1

(le([[uh]]),vh)Te

= sup
vh∈[P0(Te)]2; ∥vh∥Te=1

⟨{{vh}}·ne,Π0
e[[u− uh]]⟩e

≤ CκT h
− 1

2
e ∥Π0

e[[u− uh]]∥e,

(7.75)

where Te stands for the (one or two) elements sharing the edge e and CκT uniformly bounds
he

|K|
1
2
and only depends on the mesh-regularity parameter κT . Finally,

∥G(uh − sh)∥K ≤ CstCcont,bPF

∑
a∈VK

∥G(u− uh)∥ωa + C

{∑
e∈E+

K

h−1
e ∥Π0

e[[u− uh]]∥2e

} 1
2

, (7.76)

where C only depends on the mesh-regularity parameter κT and E+
K := {e ∈ Eh|∃a ∈ VK ,∃K ′ ∈

Ta, e ∈ EK′}, so that (7.71) combined with (7.76) yields polynomial-degree-robust local effi-
ciency for the same error measure as in (7.73).
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Potential reconstruction for the symmetric version

A remarkable fact is that the discrete gradient G satisfies the following modification of condi-
tion (7.42) related to the alternative potential reconstruction from Remark 7.10.4:

(G(uh),Rπ
2
∇ψa)ωa = 0 ∀a ∈ Vh. (7.77)

Indeed, using the definition of the discrete gradient and the Green theorem, we have

(G(uh),Rπ
2
∇ψa)ωa = (∇uh,Rπ

2
∇ψa)ωa − θ

∑
e∈Eh

⟨{{Rπ
2
∇ψa}}·ne, [[uh]]⟩e

=
∑
K∈Ta

⟨uh, (Rπ
2
∇ψa)·nK⟩∂K − θ

∑
e∈Eh

⟨{{Rπ
2
∇ψa}}·ne, [[uh]]⟩e,

where nK is the outward unit normal vector to K. Now for θ = 1, the two above terms cancel.
Thus we can use here the procedure of Remark 7.10.4, where we systematically replace ∇v
by G(v). The local efficiency result for the flux reconstruction is (7.71) and the one for the
potential reconstruction takes the form discussed in Remark 7.11.8,

∥G(uh − sh)∥K ≤ CstCcont,P

∑
a∈VK

∥G(u− uh)∥ωa ,

with the polynomial-degree-independent constants Cst of (7.59) and Ccont,P of (7.55). Note
that in this symmetric case, the lifting operator l can alternatively be designed as le : L

2(e) →
[Pk−1(Th)]2 with (le([[uh]]),vh) = ⟨{{vh}}·ne, [[uh]]⟩e for all vh ∈ [Pk−1(Th)]2.

Summary

In summary, we have:

Theorem 7.13.7 (Application to the DG method). With the adjustments explained above,
all the results of this section hold for the discontinuous Galerkin finite element solution uh
of Definition 7.13.6 with σh constructed following Definition 7.9.1, sh constructed following
Definition 7.10.1, Vh×Qh := RTk×Pk(Th), and the corresponding Wh := Pk+1(Th)∩H1

0 (Ω).

7.13.4 Mixed finite element method

Let Vh ×Qh be given by RTNk′ × Pk′(Th), k′ ≥ 0. The mixed finite element (MFE) method
reads:

Definition 7.13.8 (MFE method for (7.1a)–(7.1b)). Find σh ∈ Vh and ūh ∈ Qh such that

(σh,vh)− (ūh,∇·vh) = 0 ∀vh ∈ Vh, (7.78a)

(∇·σh, qh) = (f, qh) ∀qh ∈ Qh. (7.78b)

We have written the formulation explicitly with σh since this computed flux can serve
directly as the equilibrated flux reconstruction of Definition 7.6.2. Flux equilibration following
Definition 7.9.1 is useless here (and unfeasible as (7.26) does not hold true in general); remark
also that we directly have (7.31) by (7.78b).

The original potential approximation ūh has low regularity (it is only piecewise constant
in the lowest-order case k′ = 0); local postprocessing is usually employed to improve it. We
now present its general form following Arnold and Brezzi [12] and Arbogast and Chen [10].
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The simplest case k′ = 0 is treated in detail in Section 8.3.5 below. For each couple Vh ×Qh,
there exists a piecewise polynomial space Mh such that uh ∈Mh can be prescribed by

ΠQh(K)(uh|K) = ūh|K ∀K ∈ Th, (7.79a)

ΠVh(K)((−∇uh)|K) = σh|K ∀K ∈ Th, (7.79b)

where ΠQh(K) is the L2(K)-orthogonal projection onto Qh(K) and ΠVh(K) is the [L2(K)]2-
orthogonal projection onto Vh(K). Plugging (7.79) into (7.78a), it follows

−(∇uh,vh)− (uh,∇·vh) = 0 ∀vh ∈ Vh.

An immediate consequence of the Green theorem and the structure of Vh is that

⟨[[uh]], vh⟩e = 0 ∀e ∈ Eh, ∀vh ∈ Vh·ne(e), (7.80)

i.e., the jumps of uh are orthogonal to all polynomials from Vh·n. We let k denote the
polynomial degree of functions in Mh, so that uh, as throughout this section, is a k-th degree
piecewise polynomial. With respect to the present a posteriori analysis, the crucial feature is
that (7.80) implies (7.50).

For uh from (7.79), the upper bound of Theorem 7.8.1 holds true, with σh obtained directly
from (7.78) and sh from Definition 7.10.1 or from Remark 7.10.4. The local lower bound (7.63)
holds true but (7.61) cannot be verified, as σh was not derived from uh by Definition 7.9.1.
This, fortunately, is not obstructive, as ∥∇uh + σh∥ by (7.79b) takes small values and can be
seen as a numerical quadrature (it is actually zero for k′ = 0 and the postprocessing of [98]).
Alternatively, proceeding as in [100], we may estimate simultaneously the error in both the
flux and potential approximations σh and uh. This yields

∥∇(u− uh)∥2 + ∥∇u+ σh∥2 ≤
∑
K∈Th

(
∥∇uh + σh∥K +

hK
π

∥f −ΠQh
f∥K

)2
+
∑
K∈Th

∥∇(uh − sh)∥2K

+
∑
K∈Th

∥∇sh + σh∥2K +
∑
K∈Th

(hK
π

∥f −ΠQh
f∥K

)2
.

The local efficiency result is then derived by using (7.63) for ∥∇(uh − sh)∥K ,

∥∇sh + σh∥K ≤ ∥∇(uh − sh)∥K + ∥∇uh + σh∥K ,

and

∥∇uh + σh∥K ≤ ∥∇(u− uh)∥K + ∥∇u+ σh∥K .

Thus, also in this case, we can summarize:

Theorem 7.13.9 (Application to the MFE method). All the results of this section hold for
the mixed finite element solution uh obtained via (7.79) from (σh, ūh) of Definition 7.13.8.
The flux σh is not constructed by Definition 7.9.1 but comes directly from (7.78), whereas sh
is constructed following Definition 7.10.1. For this, the corresponding space Wh := Pk+1(Th)∩
H1

0 (Ω) needs to be chosen.
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h p ∥∇(u−uh)∥ ∥u−uh∥J ∥u−uh∥DG ∥∇uh+σh∥ ∥∇(uh−sh)∥ ηosc η ηDG Ieff IeffDG

h0 1 1.21E+00 4.61E-02 1.21E+00 1.24E+00 1.07E-01 5.56E-02 1.30E+00 1.30E+00 1.07 1.07
h0
2

6.18E-01 1.52E-02 6.19E-01 6.38E-01 5.09E-02 7.02E-03 6.47E-01 6.47E-01 1.05 1.05
(0.97) (1.60) (0.97) (0.96) (1.07) (2.99) (1.01) (1.01)

h0
4

3.12E-01 4.99E-03 3.12E-01 3.22E-01 2.43E-02 8.80E-04 3.24E-01 3.24E-01 1.04 1.04
(0.99) (1.61) (0.99) (0.99) (1.07) (3.00) (1.00) (1.00)

h0
8

1.56E-01 1.68E-03 1.56E-01 1.61E-01 1.18E-02 1.10E-04 1.62E-01 1.62E-01 1.04 1.04
(1.00) (1.57) (1.00) (1.00) (1.05) (3.00) (1.00) (1.00)

h0 2 1.50E-01 1.49E-02 1.51E-01 1.49E-01 2.76E-02 5.10E-03 1.56E-01 1.57E-01 1.04 1.04
h0
2

3.85E-02 4.03E-03 3.87E-02 3.83E-02 7.99E-03 3.22E-04 3.94E-02 3.96E-02 1.03 1.03
(1.96) (1.88) (1.96) (1.96) (1.79) (3.98) (1.98) (1.98)

h0
4

9.70E-03 1.04E-03 9.75E-03 9.68E-03 2.12E-03 2.02E-05 9.93E-03 9.98E-03 1.02 1.02
(1.99) (1.96) (1.99) (1.98) (1.92) (4.00) (1.99) (1.99)

h0
8

2.43E-03 2.61E-04 2.45E-03 2.43E-03 5.42E-04 1.26E-06 2.49E-03 2.50E-03 1.02 1.02
(1.99) (1.99) (1.99) (1.99) (1.96) (4.00) (1.99) (1.99)

h0 3 1.32E-02 6.58E-04 1.32E-02 1.29E-02 2.52E-03 3.58E-04 1.35E-02 1.35E-02 1.03 1.03
h0
2

1.67E-03 5.46E-05 1.68E-03 1.65E-03 3.13E-04 1.13E-05 1.70E-03 1.70E-03 1.01 1.01
(2.98) (3.59) (2.98) (2.97) (3.01) (4.99) (3.00) (3.00)

h0
4

2.11E-04 4.48E-06 2.11E-04 2.09E-04 3.83E-05 3.53E-07 2.12E-04 2.12E-04 1.01 1.01
(2.99) (3.61) (2.99) (2.99) (3.03) (5.00) (3.00) (3.00)

h0
8

2.64E-05 3.75E-07 2.64E-05 2.61E-05 4.69E-06 1.10E-08 2.66E-05 2.66E-05 1.01 1.01
(3.00) (3.58) (3.00) (3.00) (3.03) (5.00) (3.00) (3.00)

h0 4 9.36E-04 8.96E-05 9.40E-04 9.05E-04 2.41E-04 2.12E-05 9.57E-04 9.61E-04 1.02 1.02
h0
2

5.93E-05 6.15E-06 5.96E-05 5.77E-05 1.68E-05 3.36E-07 6.04E-05 6.07E-05 1.02 1.02
(3.98) (3.86) (3.98) (3.97) (3.84) (5.98) (3.99) (3.98)

h0
4

3.72E-06 3.98E-07 3.74E-06 3.63E-06 1.10E-06 5.31E-09 3.80E-06 3.82E-06 1.02 1.02
(3.99) (3.95) (3.99) (3.99) (3.94) (5.98) (3.99) (3.99)

h0
8

2.33E-07 2.52E-08 2.34E-07 2.27E-07 7.02E-08 8.30E-11 2.38E-07 2.39E-07 1.02 1.02
(4.00) (3.98) (4.00) (4.00) (3.97) (6.00) (4.00) (3.99)

h0 5 5.41E-05 3.04E-06 5.42E-05 5.22E-05 1.38E-05 1.06E-06 5.50E-05 5.50E-05 1.02 1.02
h0
2

1.70E-06 6.44E-08 1.70E-06 1.65E-06 4.39E-07 9.35E-09 1.72E-06 1.72E-06 1.01 1.01
(4.99) (5.56) (5.00) (4.98) (4.98) (6.82) (5.00) (5.00)

h0
4

5.32E-08 1.34E-09 5.32E-08 5.19E-08 1.40E-08 7.67E-11 5.38E-08 5.38E-08 1.01 1.01
(5.00) (5.59) (5.00) (4.99) (4.97) (6.93) (5.00) (5.00)

h0
8

1.66E-09 2.83E-11 1.66E-09 1.62E-09 4.41E-10 5.99E-13 1.68E-09 1.68E-09 1.01 1.01
(5.00) (5.57) (5.00) (5.00) (4.99) (7.00) (5.00) (5.00)

Table 7.1: Numerical results for a smooth solution sin(2πx) sin(2πy) on a unit square and the
incomplete interior penalty discontinuous Galerkin method

7.14 Numerical experiments

The following numerical experiment has been kindly calculated by V. Doleǰśı (Charles Univer-
sity in Prague) and reported in [55]. We consider problem (7.1a) with Ω = (0, 1)×(0, 1) and the
right-hand side f such that the exact solution is u(x, y) = sin(2πx) sin(2πy). The discretiza-
tion is performed via the incomplete interior penalty discontinuous Galerkin method (7.69)
with θ = 0 and α = 20 (following Doleǰśı [43]), where we vary the polynomial degree k be-
tween 1 and 5. We consider an unstructured triangular mesh of Ω with the initial mesh size
h0 := 0.168 that we refine uniformly (every triangle is divided into 4 congruent triangles)
three times. The equilibrated flux σh is obtained via Definition 7.9.1 and the potential sh
via Definition 7.10.1. In both cases, we consider Raviart–Thomas equilibrations of degree k,
Vh ×Qh := RTk × Pk(Th).

Table 7.1 reports the energy seminorm ∥∇(u − uh)∥, the jump seminorm ∥u − uh∥2J :=



7.14 Numerical experiments 75

∑
e∈Eh h

−1
e ∥Π0

e[[u − uh]]∥2e, the full DG norm ∥u − uh∥2DG := ∥∇(u − uh)∥2 + ∥u − uh∥2J, the
estimator η corresponding to (7.24), the full DG estimator η2DG := η2 + ∥uh∥2J of (7.73),
as well as the individual estimators ∥∇uh + σh∥, ∥∇(uh − sh)∥, and the data oscillation

η2osc :=
∑

K∈Th
(
hK
π ∥f−∇·σh∥K

)2
. The table also reports the effectivity indices (overestimation

factors) Ieff := η
∥∇(u−uh)∥ and IeffDG := ηDG

∥u−uh∥DG
and the corresponding experimental orders of

convergence (in parentheses). As predicted by the theory, the estimators η and ηDG deliver
guaranteed upper bounds on the respective errors, with the effectivity indices robust with respect
to the polynomial degree k. Moreover, we experimentally observe asymptotic exactness for this
smooth solution case.





Chapter 8

The Laplace equation: complements
and different approaches

Various complements to Chapter 7 are treated here. We first in Section 8.1 present the exten-
sion to general inhomogeneous Dirichlet and Neumann boundary conditions. Next, Section 8.2
discusses another common a posteriori theory, the so-called residual based one. Then, a sim-
plified version of the equilibrated flux and potential reconstruction theory of Chapter 7 and
Section 8.1 is presented in Section 8.3. Herein, no local mixed finite element problems of
type (7.27) and (7.37) need to be solved: the degrees of freedom of the reconstructions sh and
σh are directly prescribed. A link between the equilibration- and residual-based estimates is
also made. Finally, Section 8.4 presents a numerical assessment of the simplified prescription
equilibrated flux estimates.

8.1 Inhomogeneous Dirichlet and Neumann boundary condi-
tions

Let ∂Ω be divided into two simply connected parts ΓD and ΓN with disjoint interiors. As in
Chapter 6, we will distinguish two different cases: either ΓN = ∂Ω and ΓD = ∅ (Neumann
boundary condition on the whole boundary), or |ΓD| > 0 (Dirichlet boundary condition on a
set of nonzero (d− 1)-dimensional measure). Let f ∈ L2(Ω), uD ∈ H1(ΓD), and σN ∈ L2(ΓN).
In the pure Neumann case, we need the Neumann compatibility condition to be satisfied:

⟨σN, 1⟩ΓN
= (f, 1). (8.1)

We consider the Laplace equation (1.1a) equipped with general boundary conditions: find
u : Ω → R, of mean value zero in the pure Neumann case, such that

−∆u = f in Ω, (8.2a)

−∇u·nΩ = σN on ΓN, (8.2b)

u = uD on ΓD. (8.2c)

8.1.1 Variational formulation

Let H1
∗ (Ω) stand for the space of all functions from H1(Ω) with zero mean value in the pure

Neumann case and for all functions from H1(Ω) with zero trace on ΓD in the Neumann–
Dirichlet case. Similarly, H1

∗,D(Ω) equals H1
∗ (Ω) in the pure Neumann case and denotes all
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functions from H1(Ω) with trace on ΓD equal to uD in the Neumann–Dirichlet case. The
variational formulation of (8.2) reads:

Definition 8.1.1 (Variational formulation of (8.2)). Find u ∈ H1
∗,D(Ω) such that

(∇u,∇v) = (f, v)− ⟨σN, v⟩ΓN
∀v ∈ H1

∗ (Ω). (8.3)

The existence and uniqueness of a solution of (8.3) is still ensured by the Riesz rep-
resentation theorem (or by the Lax–Milgram theorem) and an appropriate modification of
Theorem 7.1.3 still holds.

8.1.2 Some additional notation

Let uh ∈ H1(Th) be the approximate solution as in Section 7.2; we suppose here (uh, 1) = 0
to comply with the mean value condition in the pure Neumann case. Recall that Eext

h stands
for the faces lying on the boundary of Ω; we suppose that the interior of each boundary face
lies entirely either in ΓD or ΓN and denote the corresponding subsets of Eext

h by Eext,D
h and

Eext,N
h , respectively. Similarly, Vext,D

h (Vext,N
h ) stand for the mesh vertices which lie on some

Dirichlet (Neumann) boundary face. Note that Vext,D
h ∩Vext,N

h is not empty unless ΓD = ∂Ω or

ΓN = ∂Ω; vertices on the interface between ΓD and ΓN lie both in Vext,D
h and Vext,N

h . Finally,
those faces of an element K ∈ Th that lie in ΓD (ΓN) are denoted by ED

K (EN
K). Recall that

Rπ
2
:=

(
0 −1
1 0

)
is the matrix of rotation by π

2 . We use the convention Rπ
2
nΩ = tΩ for the

link between exterior normal and tangential vectors, and similarly on subdomains of Ω. In
addition to the weak gradient and divergence given respectively by ∇ and ∇·, Rπ

2
∇ stands for

the weak curl in two space dimensions (the rotated gradient), given by Rπ
2
∇v = (−∂yv, ∂xv)

for v ∈ H1(Th).

8.1.3 Potential and flux reconstructions

The potential and flux reconstructions are here defined as follows:

Definition 8.1.2 (Potential reconstruction). Let uh ∈ H1(Th), (uh, 1) = 0 in the pure Neu-
mann case, be the approximate solution. We will call the potential reconstruction any function
sh constructed from uh which satisfies

sh ∈ H1(Ω) ∩ C0(Ω), (8.4a)

(sh, 1) = 0 in the pure Neumann case, (8.4b)

sh(a) = uD(a) ∀a ∈ Vext,D
h in the Neumann–Dirichlet case. (8.4c)

Definition 8.1.3 (Equilibrated flux reconstruction). We will call the equilibrated flux recon-
struction any function σh constructed from uh which satisfies

σh ∈ H(div,Ω), (8.5a)

(∇·σh, 1)K = (f, 1)K ∀K ∈ Th, (8.5b)

σh·ne|e ∈ L2(e) ∀e ∈ Eext,N
h , (8.5c)

⟨σh·nΩ, 1⟩e = ⟨σN, 1⟩e ∀e ∈ Eext,N
h . (8.5d)

The continuity of sh imposed in (8.4a) is needed in (8.4c) to take punctual values; similarly,
the requirement on normal trace of σh to belong to L2(e) in (8.5c) is needed in (8.5d). In
practice, sh and σh will again be constructed in finite-dimensional (piecewise polynomial)
spaces as in Chapter 7.
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8.1.4 A general a posteriori error estimate

Theorem 7.8.1 from Chapter 7 for problem (8.2) takes here the following form:

Theorem 8.1.4 (A general a posteriori error estimate for (8.2)). Let u be the weak solution
given by Definition 8.1.1. Let uh ∈ H1(Th) be an arbitrary approximation, with (uh, 1) = 0 in
the pure Neumann case. Let sh be a potential reconstruction in the sense of Definition 8.1.2
and σh an equilibrated flux reconstruction in the sense of Definition 8.1.3. Then

∥∇(u− uh)∥2

≤
∑
K∈Th

(
∥∇uh + σh∥K︸ ︷︷ ︸
constitutive rel.

+
hK
π

∥f −∇·σh∥K︸ ︷︷ ︸
equilibrium

+
∑
e∈EN

K

(
C̄t,K,eh

1
2
e ∥σh·nΩ − σN∥e︸ ︷︷ ︸
Neumann BC

))2

+
∑
K∈Th

(
∥∇(uh − sh)∥K︸ ︷︷ ︸
pot. nonconformity

+ min

v∈H1(K),
v|∂K∩ΓD

=uD−sh
v|∂K\ΓD

=0

∥∇v∥K

︸ ︷︷ ︸
Dirichlet BC, if |∂K∩ΓD|>0

)2
.

(8.6)

Proof. As in the proof of Theorem 7.8.1, let s ∈ H1
∗,D(Ω) be given by

(∇s,∇v) = (∇uh,∇v) ∀v ∈ H1
∗ (Ω). (8.7)

Then again, we can write the Pythagorean equality

∥∇(u− uh)∥2 = ∥∇(u− s)∥2 + ∥∇(s− uh)∥2. (8.8)

The potential nonconformity term satisfies

∥∇(s− uh)∥2 = min
w∈H1

∗,D(Ω)
∥∇(w − uh)∥2.

We cannot bound it directly by

min
w∈H1

∗,D(Ω)
∥∇(w − uh)∥2 ≤ ∥∇(sh − uh)∥2,

except for the pure Neumann case (thanks to condition (8.4b)) or unless sh|ΓD
= uD in the

Neumann–Dirichlet case. Consider the Neumann–Dirichlet case with sh|ΓD
̸= uD. Proceeding

as in [67, Section 4.1], we have

min
w∈H1

∗,D(Ω)
∥∇(w − uh)∥2 ≤ min

w∈H1
∗,D(Ω)

∑
K∈Th

(
∥∇(w − sh)∥K + ∥∇(sh − uh)∥K

)2
≤
∑
K∈Th

(
min

w∈H1(K),
w|∂K∩ΓD

=uD
w|∂K\ΓD

=sh

∥∇(w − sh)∥K + ∥∇(sh − uh)∥K
)2

.

The first estimate above follows by localization on mesh elements and by the triangle inequality.
The second one is then possible by constraining the global minimum over all w ∈ H1

∗,D(Ω) to

elementwise minima over functions w ∈ H1(K) with values on ∂K fixed respectively to uD
or sh, thanks to conditions (8.4a) and (8.4c). Note that the first terms in the last sum are
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only nonzero on elements of the Dirichlet boundary. Thus we have come to the second sum
of (8.6).

The first term in (8.8) allows the following equivalent rewriting, relying on the fact that
(u− s) ∈ H1

∗ (Ω):

∥∇(u− s)∥ = sup
φ∈H1

∗(Ω); ∥∇φ∥=1

(∇(u− s),∇φ), dual norm, cf. (7.8)

= sup
φ∈H1

∗(Ω); ∥∇φ∥=1

(∇(u− uh),∇φ), by (8.7)

= sup
φ∈H1

∗(Ω); ∥∇φ∥=1

{(f, φ)− ⟨σN, φ⟩ΓN
− (∇uh,∇φ)}. by (8.3)

Remark that the last expression above is nothing but the dual norm of the residual of uh,
R(uh) ∈ (H1

∗ (Ω))
′,

⟨R(uh), φ⟩(H1
∗(Ω))′,H1

∗(Ω) := (f, φ)− ⟨σN, φ⟩ΓN
− (∇uh,∇φ) φ ∈ H1

∗ (Ω),

compare with Definition 7.7.1. Let now φ ∈ H1
∗ (Ω) with ∥∇φ∥ = 1 be fixed. Adding and

subtracting (σh,∇φ), where σh is the equilibrated flux reconstruction in the sense of Defini-
tion 8.1.3, and using the Green theorem, we have

⟨R(uh), φ⟩(H1
∗(Ω))′,H1

∗(Ω) = (f −∇·σh, φ) + ⟨σh·nΩ − σN, φ⟩ΓN
− (∇uh + σh,∇φ).

The first and last terms above are treated exactly as in the proof of Theorem 7.8.1, using in
particular the equilibration (8.5b). For the middle one, we have

⟨σh·nΩ − σN, φ⟩ΓN
=
∑
K∈Th

∑
e∈EN

K

⟨σh·nΩ − σN, φ⟩e

=
∑
K∈Th

∑
e∈EN

K

⟨σh·nΩ − σN, φ− φe⟩e by (8.5d)

≤
∑
K∈Th

∑
e∈EN

K

{
∥σh·nΩ − σN∥eC̄t,K,eh

1
2
e ∥∇φ∥K

}
, CS and (4.22b)

where φe is the mean value of the function φ on the face e. Combining these results while using
the Cauchy–Schwarz inequality and the constraint ∥∇φ∥ = 1 gives the first sum of (8.6).

8.1.5 Inhomogeneous Dirichlet boundary condition

The expression for the general Dirichlet boundary condition error from Theorem 8.1.4 is not
fully computable. We now give a computable estimate following [29, Theorem 5.1].

Theorem 8.1.5 (Inhomogeneous Dirichlet boundary condition estimate). Let |ΓD| > 0 and
let K ∈ Th such that |∂K ∩ ΓD| > 0 be given. Let xK denote the barycenter of K. For each
e ∈ ED

K , consider the polar coordinates r, θ centered at xK , where the simplex Ke given by
the face e and the point xK is described by θ ∈ [αe, βe] and r ∈ [0, Re(θ)]; Re(θ) is thus the
distance of xK and xθ ∈ e, see Figure 8.1. Set ge(θ) := (uD − sh)(xθ) and denote by ′ the
differentiation with respect to θ. Then

min

v∈H1(K),
v|∂K∩ΓD

=uD−sh
v|∂K\ΓD

=0

∥∇v∥K

≤
∑
e∈ED

K

{
1

2

∫ βe

αe

{
[ge(θ)]

2 + [(g′e(θ)Re(θ)− ge(θ)R
′
e(θ))/Re(θ)]

2
}
dθ

} 1
2

.

(8.9)
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K

xK

Ke

αe

βe

θ

xθ

e

Figure 8.1: Notation for the inhomogeneous Dirichlet boundary condition estimate

Proof. Let e ∈ ED
K . Extend the function ge on the whole subsimplex Ke by ge(r, θ) :=

ge(θ)r/Re(θ). This is a function given by the Dirichlet boundary misfit (uD − sh)(xθ) on
the face e, decreasing linearly with respect to r to take the value 0 in xK . By condition (8.4c),
ge is also zero on ∂Ke \ e, and thus we can further extend it by 0 to a function ge ∈ H1(K)
defined on the whole K. By proceeding similarly for all Dirichlet boundary faces of K, we
obtain g :=

∑
e∈ED

K
ge, g ∈ H1(K), g|∂K∩ΓD

= uD − sh, and g|∂K\ΓD
= 0. Thus the minimum

on the left-hand side of (8.9) can be estimated by ∥∇g∥K and further by the triangle inequality
by
∑

e∈ED
K
∥∇ge∥K . Finally, in order to easily compute ∥∇ge∥K , we develop

∥∇ge∥2K =

∫
K
|∇ge(x)|2 dx =

∫ βe

αe

∫ Re(θ)

0
|∇ge(r, θ)|2r dr dθ

=

∫ βe

αe

∫ Re(θ)

0
{[∂rge(r, θ)]2 + [∂θge(r, θ)/r]

2}r dr dθ

=

∫ βe

αe

∫ Re(θ)

0
{[ge(θ)/Re(θ)]2 + [(g′e(θ)Re(θ)− ge(θ)R

′
e(θ))/R

2
e(θ)]

2}r dr dθ

=
1

2

∫ βe

αe

{
[ge(θ)]

2 + [(g′e(θ)Re(θ)− ge(θ)R
′
e(θ))/Re(θ)]

2
}
dθ,

which finishes the proof.

This computable estimate is of higher order whenever uD has enough regularity, see the
discussions in [67, 29].

8.1.6 Flux reconstruction via local Neumann mixed finite element problems

Definition 7.9.1 for the general boundary conditions (8.2b)–(8.2c) takes the following form:

Definition 8.1.6 (Flux σh, inhomogeneous boundary conditions). Let uh satisfy the hat-
function orthogonality

(∇uh,∇ψa)ωa = (f, ψa)ωa − ⟨σN, ψa⟩ΓN
∀a ∈ Vh \ Vext,D

h . (8.10)

For each a ∈ Vh, prescribe ςah ∈ Va
h,N and r̄ah ∈ Qa

h by solving

(ςah ,vh)ωa − (r̄ah,∇·vh)ωa = −(ψa∇uh,vh)ωa ∀vh ∈ Va
h, (8.11a)

(∇·ςah , qh)ωa = (ψaf −∇ψa·∇uh, qh)ωa ∀qh ∈ Qa
h (8.11b)
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with the spaces

Va
h,N := Va

h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa},
Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, a ∈ V int

h , (8.12a)

Va
h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa \ ∂Ω,

vh·nωa = 0 on ∂ωa ∩ ΓN},
Va
h,N := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa \ ∂Ω,

vh·nωa = ΠVh·n(ψaσN) on ∂ωa ∩ ΓN},
a ∈ Vext

h , (8.12b)

Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, a ∈ Vext

h \ Vext,D
h , (8.12c)

Qa
h := Qh(ωa), a ∈ Vext,D

h . (8.12d)

Then, set

σh :=
∑
a∈Vh

ςah . (8.13)

The above local problems only differ from those of Definition 7.9.1 on vertices which lie
on the Neumann boundary ΓN. There an inhomogeneous Neumann boundary condition is
encoded in the space Va

h,N of (8.12b): ςah ·nΩ on ∂ωa ∩ ΓN is imposed by the polynomial
projection of ψaσN. Problem (8.11) is pure Neumann when ∂ωa ∩ ΓN = ∂ωa ∩ ∂Ω, i.e., the
whole boundary of ωa lying on ∂Ω is the Neumann boundary. This happens if and only if
a ∈ Vext

h \ Vext,D
h . The Neumann compatibility condition then requests

(ψaf −∇ψa·∇uh, 1)ωa = ⟨ΠVh·n(ψaσN), 1⟩∂ωa∩ΓN
.

Noting that ⟨ΠVh·n(ψaσN), 1⟩∂ωa∩ΓN
= ⟨ψaσN, 1⟩ΓN

, this is nothing but (8.10) for a ∈ Vext
h \

Vext,D
h . Shall |∂ωa ∩ ΓD| > 0, we have a local Neumann–Dirichlet problem, with the normal

trace of ςah not prescribed on ∂ωa ∩ ΓD. Lemma 7.9.2 still holds. Moreover, we have:

Lemma 8.1.7 (Normal flux of σh on ΓN). There holds

(σh·nΩ)|ΓN
= ΠVh·n(σN) i.e. ⟨σh·nΩ − σN, vh⟩e = 0 ∀vh ∈ (Vh·n)|e, ∀e ∈ Eext,N

h .
(8.14)

Thus, in particular, (8.5d) is satisfied.

Proof. Let e ∈ Eext,N
h and let vh be a polynomial on the face e from the discrete normal

trace space (Vh·n)|e (k-degree polynomial for Vh being the Raviart–Thomas–Nédélec space
of degree k, see Section 5.3). Employing that σh|e =

∑
a∈Ve

ςah and using the normal trace
condition imposed on Va

h,N in (8.12b),

⟨σh·nΩ, vh⟩e =
∑
a∈Ve

⟨ςah ·nΩ, vh⟩e =
∑
a∈Ve

⟨ψaσN, vh⟩e = ⟨σN, vh⟩e

is easily inferred.

Finally, the following equivalent of Remark 7.9.4 holds true, following Lemma 6.6.8:

Remark 8.1.8 (Local flux minimization). Definition 8.1.6 can be equivalently stated as:

ςah := arg min
vh∈Va

h,N,∇·vh=ΠQa
h
(ψaf−∇ψa·∇uh)

∥ψa∇uh + vh∥ωa ∀a ∈ Vh. (8.15)
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8.1.7 Potential reconstruction via local Dirichlet finite element problems

We adjust here Definition 7.10.1 for inhomogeneous boundary conditions. We use the equiva-
lent form of Theorem 7.10.3 but remark directly that a primal version is also in place, see (8.21).

Definition 8.1.9 (Potential sh, inhomogeneous boundary conditions). For each a ∈ Vh,
prescribe ςah ∈ Va

h,N and r̄ah ∈ Qa
h by solving

(ςah ,vh)ωa − (r̄ah,∇·vh)ωa = −(Rπ
2
∇(ψauh),vh)ωa ∀vh ∈ Va

h, (8.16a)

(∇·ςah , qh)ωa = 0 ∀qh ∈ Qa
h, (8.16b)

with the spaces

Va
h,N := Va

h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa},
Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, a ∈ V int

h , (8.17a)

Va
h := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa \ ∂Ω,

vh·nωa = 0 on ∂ωa ∩ ΓD},
Va
h,N := {vh ∈ Vh(ωa); vh·nωa = 0 on ∂ωa \ ∂Ω,

vh·nωa = ΠVh·n(∇(ψauD)·tΩ) on ∂ωa ∩ ΓD},
a ∈ Vext

h , (8.17b)

Qa
h := {qh ∈ Qh(ωa); (qh, 1)ωa = 0}, a ∈ Vext

h \ Vext,N
h , (8.17c)

Qa
h := Qh(ωa), a ∈ Vext,N

h . (8.17d)

Then set

−Rπ
2
∇sah := ςah , (8.18a)

sah := 0 on ∂ωa \ ∂Ω, (8.18b)

sh :=
∑
a∈Vh

sah in the Neumann–Dirichlet case, (8.18c)

sh :=
∑
a∈Vh

sah −
( ∑

a∈Vh

sah, 1

)
|Ω|−1 in the pure Neumann case. (8.18d)

Note that for boundary vertices, a ∈ Vext
h \Vext,N

h if and only if ∂ωa∩ΓD = ∂ωa∩∂Ω, i.e., the
whole boundary of ωa lying on ∂Ω is the Dirichlet boundary. Then (8.16) is a pure Neumann
problem: the normal trace of ςah on ∂ωa ∩ΓD is imposed by the (polynomial projection of the)
tangential trace of ∇(ψauD). The Neumann compatibility condition then requests

0 = ⟨ΠVh·n(∇(ψauD)·tΩ), 1⟩∂ωa∩ΓD
.

This is immediate developing the above right-hand term as

⟨ΠVh·n(∇(ψauD)·tΩ), 1⟩∂ωa∩ΓD
= − ⟨Rπ

2
∇(ψauD)·nΩ, 1⟩∂ωa∩ΓD

= −⟨Rπ
2
∇(ψauD)·nωa , 1⟩∂ωa

= − (∇·(Rπ
2
∇(ψauD)), 1)ωa − (Rπ

2
∇(ψauD),∇1)ωa = 0,

for any smooth enough extension uD of the Dirichlet boundary condition uD. Shall |∂ωa∩ΓN| >
0, we have a local Neumann–Dirichlet problem, with the normal trace of ςah not prescribed on
∂ωa ∩ ΓN.

As in Section 7.10, the potential reconstruction satisfies (8.4a), and, by (8.18d), the mean
value condition (8.4b) trivially follows in the pure Neumann case. Moreover, the treatment of
Dirichlet boundary conditions in Definition 8.1.9 is coherent, as the following lemma shows:
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Lemma 8.1.10 (Boundary value of sh on ΓD). Condition (8.4c) is satisfied. Moreover, there
holds

(∇sh·tΩ)|ΓD
= ΠVh·n(∇uD·tΩ)|ΓD

. (8.19)

Proof. We start by showing (8.19). Let e ∈ Eext,D
h and let vh be a polynomial on the face

e from the discrete normal trace space (Vh·n)|e. Note that −Rπ
2
∇sh =

∑
a∈Vh

ςah , whence
(−Rπ

2
∇sh)|e =

∑
a∈Ve

ςah |e. Using the normal trace condition imposed on Va
h,N in (8.17b),

⟨−Rπ
2
∇sh·nΩ, vh⟩e =

∑
a∈Ve

⟨ςah ·nΩ, vh⟩e =
∑
a∈Ve

⟨∇(ψauD)·tΩ, vh⟩e = ⟨∇uD·tΩ, vh⟩e

is easily inferred. Thus (8.19) follows by the fact that −Rπ
2
∇sh·nΩ = ∇sh·tΩ.

To show (8.4c), we reason as follows: for each a ∈ Vext,D
h , ∇sahtΩ preserves sidewise mo-

ments of ∇(ψauD)·tΩ on ∂ωa ∩ ΓD, i.e., (∇sah·tΩ)|e = ΠVh·n(∇(ψauD)·tΩ)|e for all e ∈ Eext,D
h

contained in ∂ωa. This follows as above by (8.18a) and (8.17b). Moreover, by (8.18b),
sah(a

′) = 0 = (ψauD)(a
′) for the other vertices a′ of ωa lying on ∂ωa ∩ ΓD. Thus sah(a) =

(ψauD)(a) = uD(a) and the conclusion follows by (8.18c).

As in Remark 7.10.2, we have, following Lemma 6.6.8:

Remark 8.1.11 (Local potential minimization). Definition 8.1.9 can be equivalently written
as

ςah := arg min
vh∈Va

h,N,∇·vh=0

∥∥Rπ
2
∇(ψauh) + vh

∥∥
ωa

∀a ∈ Vh. (8.20)

Moreover, a discrete primal formulation is

sah := arg min
vh∈V a

h,D

∥∇(ψauh − vh)∥ωa ∀a ∈ Vh, (8.21)

where V a
h,D denotes piecewise (k+1)-th degree polynomials on Ta (for Vh the Raviart–Thomas–

Nédélec space of degree k), with Dirichlet boundary condition on ∂ωa \ ΓN given by

(∇vh·tΩ)|e = ΠVh·n(∇(ψauD)·tΩ)|e ∀e ∈ Eext,D
h , e ⊂ ∂ωa,

vh(a) = uD(a),

vh|∂ωa\∂Ω = 0.

Let V a
h be as V a

h,D, with a homogeneous Dirichlet boundary condition everywhere on ∂ωa \ ΓN.
Then (8.21) is further equivalent to finding sah ∈ V a

h,D such that

(∇sah,∇vh) = (∇(ψauh),∇vh) ∀vh ∈ V a
h .

Finally, inhomogeneous boundary conditions (8.2b)–(8.2c) for the alternative potential
reconstruction of Remark 7.10.4 can be derived similarly.

8.1.8 Local efficiency

The generalization of the results presented in Section 7.11 to the inhomogeneous boundary
conditions (8.2b)–(8.2c) can be summarized as follows:
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Theorem 8.1.12 (Polynomial-degree-robust local efficiency, inhomogeneous boundary condi-
tions). Let u be the weak solution given by (8.3). Let uh be a piecewise polynomial and consider
Definition 8.1.6 of σh with the spaces Vh and Qh satisfying (7.60) for all a ∈ Vh. Then,

∥∇uh + σh∥K ≤ CstCcont,PF

∑
a∈VK

∥∇(u− uh)∥ωa

+ Cst

∑
a∈VK

{ ∑
K′∈Ta

(hK′

π
∥ψaf −ΠQh

(ψaf)∥K′

)2} 1
2

+ Cst

∑
a∈VK

{ ∑
K′∈Ta

{ ∑
e∈EN

K

(
C̄t,K,eh

1
2
e ∥ψaσN −ΠVh·n(ψaσN)∥e

)}2} 1
2

(8.22)

for all K ∈ Th, with the constants Cst of (7.59) and Ccont,PF of (7.46), respectively. Consider
now Definition 8.1.9 of sh with the space Vh satisfying (7.62) for all a ∈ Vh. Assume in
addition that uh verifies the zero-mean condition (7.50), where the jump on Dirichlet boundary
faces is given by uh − uD. Then,

∥∇(uh − sh)∥K
≤ CstCcont,bPF

∑
a∈VK

∥∇(u− uh)∥ωa

+ Cst

∑
a∈VK

{ ∑
K′∈Ta

{ ∑
e∈ED

K

(
C̄t,K,eh

1
2
e ∥∇(ψauD)·tΩ −ΠVh·n(∇(ψauD)·tΩ)∥e

)}2} 1
2

(8.23)

for all K ∈ Th, with the constants Cst of (7.59) and Ccont,bPF of (7.53), respectively.

Proof. For interior vertices a ∈ V int
h , the assertion coincides with that of Theorem 7.11.6 (note

that the contributions on boundary faces e ∈ EN
K and e ∈ ED

K in (8.22) and (8.23), respectively,
are discarded by the hat function ψa).

For boundary vertices a ∈ Vext
h , one needs to treat the inhomogeneous Neumann boundary

conditions imposed on the spaces Va
h,N in (8.12b) and (8.17b). The proof follows the treatment

of data oscillation (nonpolynomial source function f) in Theorem 7.11.6. First, the continuous-
level problem (7.44) will appear with an inhomogeneous Neumann boundary condition gaN on
∂ωa ∩ ΓN, with ra ∈ H1

∗ (ωa) satisfying

(∇ra,∇v)ωa = −(τ a
h ,∇v)ωa + (ga, v)ωa − ⟨gaN, v⟩∂ωa∩ΓN

∀v ∈ H1
∗ (ωa)

with gaN := ψaσN, τ
a
h := ψa∇uh, and ga := ψaf −∇ψa·∇uh, and with

H1
∗ (ωa) := {v ∈ H1(ωa); (v, 1)ωa = 0}, a ∈ Vext

h \ Vext,D
h ,

H1
∗ (ωa) := {v ∈ H1(ωa); v = 0 on ∂ωa ∩ ∂ΓD}, a ∈ Vext,D

h .

Then the local discrete formulation (8.11) will lead us to the study of the above problem with
a polynomial Neumann term given by g̃aN := ΠVh·n(ψaσN), and we will have to bound the
misfit

sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

⟨gaN − g̃aN, v⟩∂ωa∩ΓN
,

which leads to the third term on the right-hand side in (8.22) as in the proof of Theorem 8.1.4.
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Similarly, problem (7.51) will appear with an inhomogeneous Neumann boundary condition
gaN on ∂ωa ∩ ΓD (Dirichlet boundary condition on ΓD appears here as a Neumann boundary
condition on ∂ωa ∩ ΓD)

(∇ra,∇v)ωa = −(τ a
h ,∇v)ωa + (ga, v)ωa − ⟨gaN, v⟩∂ωa∩ΓD

∀v ∈ H1
∗ (ωa),

with gaN := ∇(ψauD)·tΩ, τ a
h := Rπ

2
∇(ψauh), and g

a := 0, and with

H1
∗ (ωa) := {v ∈ H1(ωa); (v, 1)ωa = 0}, a ∈ Vext

h \ Vext,N
h ,

H1
∗ (ωa) := {v ∈ H1(ωa); v = 0 on ∂ωa ∩ ∂ΓN}, a ∈ Vext,N

h .

Again, the local discrete formulation (8.16) will lead us to the study of the above problem with
a polynomial Neumann term given by g̃aN := ΠVh·n(∇(ψauD)·tΩ), and we will have to bound
the misfit

sup
v∈H1

∗(ωa); ∥∇v∥ωa=1

⟨gaN − g̃aN, v⟩∂ωa∩ΓD
.

This leads to the second term on the right-hand side in (8.23) and concludes the proof.

8.2 Residual-based a posteriori error estimators

We introduce in this section the so-called residual-based a posteriori error estimators following
the books of Verfürth [93] and Babuška and Strouboulis [13] for conforming discretizations.
Nonconforming discretizations are treated following Dari et al. [37], Achdou et al. [1], and
Karakashian and Pascal [66], see also the references therein.

Recall the notation of Section 3.4. Let us then introduce the classical residual indicators
for problem (7.1a)–(7.1b). They are given by, for K ∈ Th,

ηres,K :=

 ∑
K′∈TK

h2K′∥f +∆uh∥2K′


1
2

+

 ∑
e∈Eint

K

he∥[[∇uh]]·ne∥2e


1
2

, (8.24a)

|uh|J,K :=

∑
e∈EK

h−1
e ∥[[uh]]∥2e


1
2

. (8.24b)

The first term of (8.24a) is called the element residual, the second term of (8.24a) the face
residual, and |uh|J,K from (8.24b) the jump residual. It will be useful to introduce in this
section the following assumption:

Assumption 8.2.1 (Setting for residual-based estimates). We suppose that

1. the mesh Th is shape-regular with a constant κT > 0 in the sense of Section 3.1;

2. for a fixed integer k ≥ 1

a) the approximate solution uh is in the space Pk(Th);
b) the datum f is in the space Pk(Th).
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8.2.1 Reliability

The following result follows by [93, 37, 13, 1, 66]:

Theorem 8.2.2 (Residual-based a posteriori error estimate). Let u be the weak solution given
by Definition 7.1.1. Let Assumption 8.2.1 1–2a) hold. Let finally uh satisfy the hat-function
orthogonality (7.26). Then there exists a generic constant Cres only depending on the space
dimension d, mesh shape regularity parameter κT , and on the polynomial degree k such that

∥∇(u− uh)∥ ≤ Cres

({∑
K∈Th

η2res,K

} 1
2

+

{∑
K∈Th

|uh|2J,K

} 1
2
)
. (8.25)

8.2.2 Efficiency of element and face residuals via the bubble functions tech-
nique

We show in this section the local efficiency (cf. property ii) of Section 1.4) of the a posteriori
error estimates of Theorem 8.2.2. Henceforth, we use A ≲ B when there exists a positive
constant C that can only depend on the space dimension d, the shape-regularity parameter
κT , the polynomial degree k, and the parameter α in the case of the discontinuous Galerkin
method such that A ≤ CB.

Lemma 8.2.3 (Efficiency of the element residuals). Let Assumption 8.2.1 hold. Let K ∈ Th.
Then

hK∥f +∆uh∥K ≲ ∥∇(u− uh)∥K . (8.26)

Proof. The proof follows Verfürth [93]. Set

vK := (f +∆uh)|K . (8.27)

Let ψK be the bubble function on K given by the product of the d+1 barycentric coordinates
ψa, a ∈ VK , of K (recall that the barycentric coordinate ψa, or the “hat” function, is the
affine function on K which takes the value one at the vertex a of K and zero at all other
vertices of K). Note that ψK |∂K = 0. Also note that both vK and ψK are polynomials (cf.
Assumption 8.2.1). By equivalence of norms on finite-dimensional spaces, there holds

(vK , vK)K ≲ (vK , ψKvK)K . (8.28)

Using the inverse inequality (cf. Quarteroni and Valli [83, Proposition 6.3.2]), we obtain

hK∥∇(ψKvK)∥K ≲∥ψKvK∥K . (8.29)

Finally, from the definition of the bubble function ψK , there holds

∥ψKvK∥K ≤ ∥ψK∥∞,K∥vK∥K ≤ ∥vK∥K . (8.30)

Thus, using (8.27) and (8.28), noting that ψKvK ∈ H1
0 (K) and using (7.2), employing the

Green theorem, the Cauchy–Schwarz inequality, (8.29), and (8.30)

∥vK∥2 ≲ (vK , ψKvK)K = (f +∆uh, ψKvK)K = (∇(u− uh),∇(ψKvK))K

≤ ∥∇(u− uh)∥K∥∇(ψKvK)∥K ≲ ∥∇(u− uh)∥Kh−1
K ∥vK∥K .

Therefrom, the assertion of the lemma easily follows.
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Lemma 8.2.4 (Efficiency of the face residuals). Let Assumption 8.2.1 hold. Let e ∈ E int
h .

Then

h
1
2
e ∥[[∇uh]]·ne∥e ≲ ∥∇(u− uh)∥Te .

Proof. The proof follows again Verfürth [93]. Let

ve := [[∇uh]]·ne|e. (8.31)

Recall that Te denotes the two simplices that share the face e. Let ψe be the bubble function
on Te given by the product of the barycentric coordinates with vertices in e and remark that
ψe|∂Te = 0. Then, by equivalence of norms on finite-dimensional spaces, there holds

⟨ve, ve⟩e ≲ ⟨ve, ψeve⟩e. (8.32)

Let us keep the same notation for the extension of the function ve, originally only defined on
the face e, to a function defined on the two simplices Te. The extension is done by constant
values in the direction of the barycenter of e–opposite vertex. Then we also have the estimate

∥ve∥Te ≲ h
1
2
e ∥ve∥e. (8.33)

Finally, from the definition of the bubble function ψe, there holds

∥ψeve∥Te ≤ ∥ψe∥∞,Te∥ve∥Te ≤ ∥ve∥Te , (8.34)

whereas the inverse inequality and the shape-regularity of the mesh Th yield

∥∇(ψeve)∥Te ≲ h−1
e ∥ψeve∥Te . (8.35)

Thus, using (8.31), (8.32), the Green theorem, (7.2) after noting that ψeve ∈ H1
0 (Te), the

Cauchy–Schwarz inequality, (8.33), (8.34), and (8.35),

∥ve∥2e ≲ ⟨ve, ψeve⟩e = ⟨[[∇uh]]·ne, ψeve⟩e
= (f +∆uh, ψeve)Te + (∇(uh − u),∇(ψeve))Te

≤ ∥f +∆uh∥Te∥ψeve∥Te + ∥∇(u− uh)∥Te∥∇(ψeve)∥Te
≲ ∥f +∆uh∥Te∥ve∥Te + ∥∇(u− uh)∥Teh−1

e ∥ve∥Te
≲ (he∥f +∆uh∥Te + ∥∇(u− uh)∥Te)h

− 1
2

e ∥ve∥e.

Combining this result with (8.26) and using the shape-regularity of the mesh Th yields the
assertion of the lemma.

8.2.3 Efficiency of jumps terms via local Neumann problems

Lemma 8.2.5 (Efficiency of the jump residuals). Let Assumption 8.2.1 1 hold. Let e ∈ Eh
and let

⟨[[uh]], 1⟩e = 0. (8.36)

Then

h
− 1

2
e ∥[[uh]]∥e ≲ ∥∇(u− uh)∥Te .
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Proof. The proof follows Achdou et al. [1]. Recall that Te denotes the one or two simplices
that share the face e. On each K ∈ Te, consider the following local Neumann problem: find
φK such that

−∆φK = 0 in K, (8.37a)

∇φK ·ne = [[uh]]|e on ∂K ∩ e, (8.37b)

∇φK ·nK = 0 on ∂K \ e, (8.37c)

(φK , 1)K = 0. (8.37d)

Note that it follows from (8.37b)–(8.37c) which prescribe the Neumann boundary conditions,
from (8.36), and from the fact that the right-hand faces in (8.37a) are zero that the mean
values of the Neumann boundary conditions on ∂K are equal to the mean values of the source
terms, so that (8.37a)–(8.37d) lead to well-posed weak formulations with unique solutions. For
any K ∈ Te, these are characterized by: find φK ∈ H1(K) with (φK , 1)K = 0 such that

(∇φK ,∇v)K = ⟨[[uh]], v⟩enK ·ne ∀v ∈ H1(K) such that (v, 1)K = 0.

Set φ ∈ H1(Te) by φ|K := φK , K ∈ Te. We have, by the fact that the exact solution
u belongs to H1

0 (Ω), Theorem 4.4.3, the Green theorem, (8.37a), and the Cauchy–Schwarz
inequality

∥[[uh]]∥2e = ⟨[[u− uh]],∇φ·ne⟩e = (∇(u− uh),∇φ)Te + (u− uh,∆φ)Te

= (∇(u− uh),∇φ)Te ≤ ∥∇(u− uh)∥Te∥∇φ∥Te .
(8.38)

We now bound ∥∇φ∥Te . Let K ∈ Te. We develop

∥∇φ∥2K = (∇φ,∇φ)K = −(∆φ,φ)K + ⟨∇φ·nK , φ⟩∂K = ⟨∇φ·nK , φ⟩e ≤ ∥[[uh]]∥e∥φ∥e,

using respectively the Green theorem, (8.37a), (8.37c), the Cauchy–Schwarz inequality, and
(8.37b). As also (8.37d) holds true, the trace inequality (4.22c) and the shape-regularity of Th
give

∥φ∥e ≲ h
1
2
e ∥∇φ∥K .

Combining the two above bounds, we come to

∥∇φ∥Te ≲ h
1
2
e ∥[[uh]]∥e. (8.39)

Now combining (8.38) and (8.39) gives the desired result.

8.3 Reconstructions by direct prescription

Potential and flux reconstructions sh and σh according to Definitions 7.6.1 and 7.6.2 may be
obtained differently than as described in Sections 7.9 and 7.10. The interest of the constructions
we now present is that they are carried out locally, mesh element by mesh element, via a
direct prescription of the corresponding degrees of freedom. Thus no local Neumann/Dirichlet
problems on the patches of elements as those in Definitions 7.9.1, 7.10.1, or Remark 7.10.4 need
to be assembled and solved. On the other hand, the constructions become scheme-dependent
and it is not clear whether the local efficiency is still polynomial-degree-robust or not. In this
section, while proving efficiency, we also make link of the reconstruction-based estimators with
the residual ones of Section 8.2.
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8.3.1 Averaging operator

Definition 7.10.1 from Chapter 7 gave us a generic way to construct the potential reconstruction
sh of Definition 7.6.1. Here we present its simpler and cheaper antecedent: the averaging
operator Iav : Pk(Th) → Pk(Th) ∩ H1

0 (Ω), k ≥ 1, following Achdou et al. [1], Karakashian
and Pascal [66], and Burman and Ern [25]. This operator associates to a piecewise k-th order
discontinuous polynomial a piecewise k-th order polynomial which is H1

0 (Ω)-conforming, i.e.,
in particular, continuous. Recall from Section 5.2 that the Lagrangian degrees of freedom
of Pk(Th) ∩ H1

0 (Ω) are punctual values in points herein called nodes. In order to specify a
function in Pk(Th) ∩ H1

0 (Ω), we thus need to fix these degrees of freedom. We will do so by
prescribing at each Lagrangian node a of Pk(Th) ∩ H1

0 (Ω) the average of the values of the
original polynomial at this node. As a particular consequence, when the node a lies in the
interior of some K ∈ Th, the value is unchanged. Finally, at boundary nodes, 0 is imposed.
Denote by Ta all the elements sharing a given node (degree of freedom) a and |Ta| their number.
Then we define:

Definition 8.3.1 (Nodewise averaging). Let vh ∈ Pk(Th). Define Iav(vh) ∈ Pk(Th) ∩H1
0 (Ω)

by

Iav(vh)(a) :=
1

|Ta|
∑
K∈Ta

vh|K(a) a ∈ Ω,

Iav(vh)(a) := 0 a ∈ ∂Ω.

8.3.2 A general local efficiency result

Recall the definition of the residual indicators ηres,K and |uh|J,K of (8.24a)–(8.24b). In order
to proceed generally at this point, without the specification of a particular numerical method,
we now make the following assumption. Will verify it later and use it for concluding the local
efficiency for each numerical method:

Assumption 8.3.2 (Approximation property for (7.1a)–(7.1b)). We assume that the poten-
tial and flux reconstructions sh and σh that we shall construct in this section are piecewise
polynomials at most of order k such that, for all K ∈ Th,

ηNC,K + ηF,K ≲ ηres,K + |uh|J,K . (8.40)

We then have:

Theorem 8.3.3 (Efficiency of the estimate of Theorem 7.8.1). Let u be the weak solution
given by Definition 7.1.1, let uh be as in (7.4), let ηR,K , ηF,K , and ηNC,K be given respectively
by (7.23a), (7.23b), and (7.23c), and let finally Assumptions 8.2.1 and 8.3.2 be satisfied. Then,
for all K ∈ Th,

ηNC,K + ηR,K + ηF,K ≲ ∥∇(u− uh)∥TK
+ |u− uh|J,K .

Proof. We first observe that ηNC,K + ηF,K ≲ ηres,K + |uh|J,K directly by Assumption 8.3.2,
whereas, for ηR,K , the triangle and inverse inequalities yield

ηR,K ≤ hK
π

∥f +∆uh∥K +
hK
π

∥∆uh +∇·σh∥K
≲ hK∥f +∆uh∥K + ∥∇uh + σh∥K
≲ ηres,K + |uh|J,K ,
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owing to Assumptions 8.2.1 and 8.3.2. Then combining Lemmas 8.2.3 and 8.2.4 with the
shape-regularity of the mesh Th, we obtain ηres,K ≲ ∥∇(u − uh)∥TK

. The result follows by
noticing that |uh|J,K = |u− uh|J,K , as [[u]] = 0 for all e ∈ Eh by Theorem 4.4.3.

Remark 8.3.4 (Equivalence result). If uh is in H1
0 (Ω), the jump seminorms |u − uh|J,K

vanish according to Theorem 4.4.3. If the jumps of uh have zero mean values, i.e., if (8.36)
holds for all e ∈ Eh, Lemma 8.2.5 yields |uh|J,K ≲ ∥∇(u− uh)∥TK

. Thus, in these two cases,
Theorem 8.3.3 actually gives

ηNC,K + ηR,K + ηF,K ≲ ∥∇(u− uh)∥TK
(8.41)

for all K ∈ Th. Note that (7.24) together with (8.41) gives simultaneously the guaranteed upper
bound and local efficiency in the sense of the properties i) and ii) of Section 1.4.

In the general case, using again |uh|J,K = |u − uh|J,K , the following equivalence result,
satisfying both i) and ii) of Section 1.4, holds true:

∥∇(u− uh)∥2 +
∑
K∈Th

|u− uh|2J,K ≤
∑
K∈Th

(ηF,K + ηR,K)2 +
∑
K∈Th

η2NC,K +
∑
K∈Th

|uh|2J,K ,

ηNC,K + ηR,K + ηF,K + |uh|J,K ≲ ∥∇(u− uh)∥TK
+ |u− uh|J,K .

We now come back to the averaging operator of Section 8.3.1. The following results have
been proved in Karakashian and Pascal [66, Theorem 2.2] and Burman and Ern [25, Lem-
mas 3.2 and 5.3 and Remark 3.2]:

Lemma 8.3.5 (Averaging operator). Let Assumption 8.2.1 1 hold. Let vh ∈ Pk(Th), k ≥ 1.
Then

∥∇(vh − Iav(vh))∥K ≲ |vh|J,K
for all K ∈ Th.

We admit the following result, which can be shown using the equivalence of norms on finite-
dimensional spaces, the Piola transformation, and scaling arguments for all vh ∈ RTNk(K),
K ∈ Sh, k ≥ 0:

∥vh∥K ≲

∑
e∈EK

he∥vh·ne∥2e +
(

sup
rh∈[Pk−1(K)]d

(vh, rh)K
∥rh∥K

)2


1
2

. (8.42)

Note that for k = 0, it in particular gives

∥vh∥K ≲

∑
e∈EK

he∥vh·ne∥2e


1
2

.

It follows from Theorem 8.3.3 that, in order to apply the local efficiency results to a given
numerical method, we merely have to verify Assumptions 8.2.1 and 8.3.2. Assumption 8.2.1
is technical and will always be satisfied. Taking into account that we either set sh := uh or
sh := Iav(uh) for the potential reconstruction and the result of Lemma 8.3.5, we also have

ηNC,K ≲ |uh|J,K
for all K ∈ Th. We are thus left to verify

ηF,K ≲ ηres,K + |uh|J,K
for all K ∈ Th. We do so now separately for the different numerical methods.
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8.3.3 Crouzeix–Raviart nonconforming finite element method

Let Vh be the nonconforming finite element space defined in Section 7.13.2 for k = 1. This
variant is called after Crouzeix and Raviart [36]. For simplicity, we suppose in this section that
uh ∈ Vh solves (7.68) with f ∈ P0(Th), i.e., that the source function f is piecewise constant on
Th.

Proceeding following Destuynder and Métivet [39], Ainsworth [3], Braess [20], and [53], the
potential reconstruction is simply obtained via

sh := Iav(uh), (8.43)

where Iav is the averaging operator of Section 8.3.1. We can use Iav for k = 1, but better
numerical results are obtained when we consider vh ∈ Vh as a function from P2(Th) and
reconstruct sh in the space P2(Th) ∩ H1

0 (Ω). The flux reconstruction σh is then obtained as
follows. For K ∈ Th, let xK denote its barycenter. Denote by fh the piecewise affine vector
function given on each element K ∈ Th by f |K

d (x− xK). Recall that {{·}} denotes the average
operator defined by (3.2). Then:

Definition 8.3.6 (Elementwise flux prescription for the NCFE method). Let uh be given by
Definition 7.13.3 with k = 1. Then prescribe σh ∈ RTN0(K) for all K ∈ Th by

σh|K := −∇uh|K + fh|K . (8.44)

With these constructions, we have:

Lemma 8.3.7 (Potential and flux reconstructions in the NCFE method). Let f ∈ P0(Th)
and let uh be given by Definition 7.13.3. Then sh prescribed by (8.43) and σh prescribed by
Definition 8.3.6 satisfy respectively Definitions 7.6.1 and 7.6.2.

Proof. There is nothing to show for the potential reconstruction sh and also (7.21b) is obvious,
taking into account that −∇uh is piecewise constant and thus its divergence is zero, whereas
the divergence of fh is precisely f . So we are left with verifying the assumption (7.21a), i.e.,
the fact that σh given by (8.44) belongs to RTN0(Th). According to Theorem 4.5.1, we need
to show that [[σh]]·ne = 0 for all faces e ∈ E int

h . Let e ∈ E int
h be given, let K and K ′ be the two

elements that share the face e, and consider the line in (7.68) associated with vh = ψe, where
ψe is the basis function associated with the face e. This is a function that takes value 1 in the
barycenter of e and value 0 in all other face barycenters. Taking into account that −∇uh is
piecewise constant, the above properties of the basis function ψe, and the Green theorem gives

(∇uh,∇ψe)K∪K′ = ⟨∇uh·nK , ψe⟩∂K + ⟨∇uh·nK′ , ψe⟩∂K′

= ⟨∇uh·nK , 1⟩e + ⟨∇uh·nK′ , 1⟩e.

Similarly, using the simple property (x,∇ψe)K = (xK ,∇ψe)K for all K ∈ Th, the Green
theorem, and the fact that the normal component is sidewise constant for the RTN0(K)
functions, we rewrite the term on the right-hand side of (7.68) as

(f, ψe)K∪K′ = (fh,∇ψe)K + (fh,∇ψe)K′ + (f, ψe)K + (f, ψe)K′

= ⟨fh·nK , ψe⟩∂K + ⟨fh·nK′ , ψe⟩∂K′

= ⟨fh·nK , 1⟩e + ⟨fh·nK′ , 1⟩e.

The assertion follows by combining the two above identities with (7.68) and the definition (8.44)
of σh.
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The efficiency result is then:

Lemma 8.3.8 (Efficiency of the NCFE method for (7.1a)–(7.1b)). Let uh be given by Defini-
tion 7.13.3 and σh by (8.44). Let Assumption 8.2.1 be satisfied. Then

ηF,K ≲ ηres,K (8.45)

for all K ∈ Th.

Proof. Let K ∈ Th be given. Note that ∇uh + σh = fh by the definition (8.44). Using that
there holds ∆uh = 0 since uh is piecewise affine and the assumption that the source term f is
piecewise constant, we come to

ηF,K = ∥fh∥K =
1

d

{∫
K
f2|x− xK |2 dx

} 1
2

≲ hK∥f∥K = hK∥f −∆uh∥K ,

using that |x−xK | ≤ hK , whence the assertion follows using the definition (8.24a) of ηres,K .

It is to be noted that in the Crouzeix–Raviart nonconforming method, any function satis-
fies (8.36) and we actually have (8.41) as the final efficiency result, see Remark 8.3.4.

8.3.4 Discontinuous Galerkin method

Let Vh := Pk(Th) as in Section 7.13.3 and let uh ∈ Vh be given by (7.69). For the potential
reconstruction be prescription, we again set

sh := Iav(uh). (8.46)

Concerning the equilibrated flux reconstruction by direct prescription, we follow [15, 4, 67, 34,
50, 49, 8] and more precisely Kim [68] and [48]. Set we :=

1
2 for e ∈ E int

h , we := 1 for e ∈ Eext
h ,

and either l = k − 1 or l = k. We will construct σh in the space RTNl(Th), cf. (5.7):

Definition 8.3.9 (Elementwise flux prescription for the DG method). Let uh be given by
Definition 7.13.6. For all K ∈ Th, specify the degrees of freedom of σh ∈ RTNl(Th) by setting,
for all e ∈ EK and all qh ∈ Pl(e),

⟨σh·ne, qh⟩e = ⟨−{{∇uh}}·ne + αh−1
e [[uh]], qh⟩e, (8.47a)

and, for all rh ∈ [Pl−1(K)]d,

(σh, rh)K = −(∇uh, rh)K + θ
∑
e∈EK

we⟨rh·ne, [[uh]]⟩e. (8.47b)

These developments imply:

Lemma 8.3.10 (Potential and flux reconstructions in the DG method). Let uh be given by
Definition 7.13.6. Then sh prescribed by (8.46), and σh prescribed by Definition 8.3.9 satisfy
respectively Definitions 7.6.1 and 7.6.2. Moreover,

(f −∇·σh, vh)K = 0 ∀vh ∈ Pl(K) ∀K ∈ Th. (8.48)
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Proof. First note that σh is indeed in RTNl(Th) and thus the requirement (7.21a) is satisfied,
cf. Theorem 4.5.1, as the normal components over the interior faces are by (8.47a) univalent.
We next show (7.21b), or, more precisely, (8.48). Let K ∈ Th and vh ∈ Pl(K) be fixed. The
Green theorem gives

(f −∇·σh, vh)K = (f, vh)K + (σh,∇vh)K − ⟨σh·nK , vh⟩∂K =: T1 + T2 + T3.

Since ∇vh ∈ [Pl−1(K)]d, (8.47b) gives

T2 = −(∇uh,∇vh)K + θ
∑
e∈EK

we⟨∇vh·ne, [[uh]]⟩e.

Furthermore, the fact that vh|e ∈ Pl(e) for all e ∈ EK and (8.47a) yield

−T3 =
∑
e∈EK

{nK ·ne⟨−{{∇uh}}·ne + αh−1
e [[uh]], vh⟩e}.

Extend vh by 0 outside of K. Using the above identities and the definition (7.69) of the
discontinuous Galerkin scheme gives (8.48).

We have:

Lemma 8.3.11 (Efficiency of the DG method for (7.1a)–(7.1b)). Let uh be given by Defini-
tion 7.13.6 and σh by (8.47a)–(8.47b). Let Assumption 8.2.1 be satisfied. Then

ηF,K ≲ ηres,K + |uh|J,K (8.49)

for all K ∈ Th.

Proof. Let K ∈ Th. Set vh := ∇uh + σh and remark that vh ∈ RTNl(K). By (8.47a),

vh·ne = (1− we)[[∇uh]]·ne + αh−1
e Πl,e([[uh]]),

where Πl,e is the L
2(e)-orthogonal projection onto Pl(e), and thus

∥vh·ne∥e ≲ (1− we)∥[[∇uh]]·ne∥e + αh−1
e ∥[[uh]]∥e. (8.50)

By (8.47b), the Cauchy–Schwarz inequality, and the inverse inequality ∥rh∥e ≲ h
− 1

2
e ∥rh∥K ,

(vh, rh)K = θ
∑
e∈EK

we⟨rh·ne, [[uh]]⟩e ≲ ∥rh∥K
∑
e∈EK

h
− 1

2
e ∥[[uh]]∥e. (8.51)

Combining (8.50) and (8.51) and using the bound (8.42), we arrive at

∥∇uh + σh∥K ≲

 ∑
e∈E int

K

he∥[[∇uh]]·ne∥2e


1
2

+

∑
e∈EK

(
(1 + α2)h−1

e

)
∥[[uh]]∥2e


1
2

, (8.52)

wherefrom (8.49) follows using the definitions (8.24a) of ηres,K and (8.24b) of |uh|J,K .



8.3 Reconstructions by direct prescription 95

8.3.5 Mixed finite element method

Define Vh ×Qh as in Section 7.13.4, with k′ = 0 for simplicity. We immediately have:

Definition 8.3.12 (Flux reconstruction for the MFE method). Let ūh ∈ Qh and σh ∈ Vh be
given by Definition 7.13.8. Take σh directly for the equilibrated flux reconstruction.

As ūh is only piecewise constant in the lowest-order mixed finite element method (7.78a)–
(7.78b), there holds ∇ūh = 0, where, recall ∇ is the broken weak gradient, see (4.7) and
Remark 4.3.3. Consequently, it does not give much sense to estimate the energy error ∥∇(u−
ūh)∥, as this is equal to ∥∇u∥. For this reason, we first postprocess ūh ∈ P0(Th) into a more
regular, higher-order polynomial function uh, following [98, Section 4.1]. First define the space
P1,2(Th) as the space P1(Th) enriched elementwise by the parabolas

∑d
i=1 x

2
i . Then set

−∇uh|K = σh|K ∀K ∈ Th, (8.53a)

(uh, 1)K
|K| = ūh|K , ∀K ∈ Th. (8.53b)

We consider henceforth uh ∈ P2(Th) as the approximate solution yielded by the mixed finite
element method (7.78a)–(7.78b). This postprocessing is in general not included in H1

0 (Ω). We
are thus lead to specify sh := Iav(uh) for the potential reconstruction. With these construc-
tions, we have:

Lemma 8.3.13 (Potential and flux reconstructions in the MFE method). Let ūh ∈ Qh and
σh ∈ Vh be given by Definition 7.13.8, let σh be given by Definition 8.3.12, let uh be given
by (8.53a)–(8.53b), and let finally sh := Iav(uh). Then sh and σh satisfy respectively Defini-
tions 7.6.1 and 7.6.2.

The following important remark stems from the construction of our postprocessing uh:
by (8.53a), the flux estimators ηF,K of (7.23b) are zero. This is once again in agreement with
the “flux-conforming” nature of the mixed finite element method.

The postprocessing (8.53a)–(8.53b) also leads to the following observation: fix one face
e ∈ Eh and choose the basis function ve of Vh having nonzero normal trace only across this
face, cf. Figure 5.3. It follows from Definition 8.3.12, (8.53a)–(8.53b), (7.78a), the fact that
∇·ve is piecewise constant, and the fact that ve is supported on the elements Te sharing e that

−(∇uh,ve)Te − (uh,∇·ve)Te = 0.

Using the Green theorem and the facts that ve·ne is constant on e and that ve·ne′ = 0 on
e′ ̸= e, we arrive from this equality at

⟨[[uh]], 1⟩e = 0 ∀e ∈ Eh. (8.54)

This means that the postprocessed potential uh has the mean value of the jump equal to zero
on all the faces of Th. Alternatively, we can say that uh has means of traces continuous on the
interior faces of Th and means of traces equal to zero on the boundary faces of Th. This result
is very much useful for the efficiency analysis, see Lemma 8.2.5, which altogether gets trivial:

Lemma 8.3.14 (Efficiency of the MFE method for (7.1a)–(7.1b)). Let ūh and σh be given by
Definition 7.13.8, σh by Definition 8.3.12, and uh by (8.53a)–(8.53b). Then

ηF,K = 0 (8.55)

for all K ∈ Th.
Note that thanks to (8.54), we actually have (8.41), see Remark 8.3.4.
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8.3.6 Cell-centered finite volume method

Set Vh := P0(Th). The cell-centered finite volume (CCFV) method reads:

Definition 8.3.15 (CCFV method for (7.1a)–(7.1b)). Find ūh ∈ Vh such that∑
e∈EK

FK,e = (f, 1)K ∀K ∈ Th. (8.56)

Here, FK,e is the approximate normal flux through the face e of an element K, expressed
linearly from the elementwise values ūh.

The above definition covers a broad spectrum of different finite volume methods, in that the
form of the normal flux FK,e needs not be specified. The important point is that no additional
condition is necessary in order to apply our a posteriori error estimation framework.

We next proceed similarly as for the mixed finite element method above. We first define,
following Eymard at al. [59]:

Definition 8.3.16 (Elementwise flux prescription for the CCFV method). Let ūh ∈ Vh be
given by Definition 8.3.15. Then prescribe σh ∈ RTN0(Th) by

⟨σh·nK , 1⟩e := FK,e ∀K ∈ Th, ∀e ∈ EK . (8.57)

Note that (8.57) and (8.56) together with the Green theorem imply (7.21b). Next we specify
uh ∈ P1,2(Th) by (8.53a)–(8.53b). Note that, consequently, the flux estimators ηF,K of (7.23b)
are zero, as for the mixed finite element method. Finally, as the resulting approximation
uh ̸∈ H1

0 (Ω), we set sh := Iav(uh). It is interesting to note that in contrast to mixed finite
elements, we do not have (8.54) here in general.

Altogether, these developments lead to:

Lemma 8.3.17 (Potential and flux reconstructions in the CCFV method). Let ūh ∈ Vh be
given by Definition 8.3.15, let σh be given by Definition 8.3.16, let uh be given by (8.53a)–
(8.53b), and let finally sh := Iav(uh). Then sh and σh satisfy respectively Definitions 7.6.1
and 7.6.2.

The efficiency result for the finite volume method is likewise straightforward:

Lemma 8.3.18 (Efficiency of the CCFV method for (7.1a)–(7.1b)). Let ūh be given by Defi-
nition 8.3.15, σh by (8.57), and uh by (8.53a)–(8.53b). Then

ηF,K = 0 (8.58)

for all K ∈ Th.

Unfortunately, in contrast to the mixed finite element case, one does not have here in
general (8.54), although this property holds for f = 0. Thus, the final efficiency result is that
of Theorem 8.3.3.

8.3.7 Vertex-centered finite volume method

In addition to Th, we will now also need a dual mesh Dh. Every dual volume D ∈ Dh is
associated with one vertex of Th and constructed around this vertex by joining the face, edge,
and element barycenters as indicated in Figure 8.2, left, for d = 2. By Dint

h , we denote those
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Th

Dh

Th

Sh

Figure 8.2: Simplicial mesh Th and the dual mesh Dh (left); simplicial submesh Sh (right)

dual volumes associated with the interior vertices of Th and by Dext
h those associated with the

boundary vertices of Th. We will then also introduce a second simplicial mesh Sh, a submesh
of both Th and Dh, constructed using the barycenters of the elements, faces, and edges of the
mesh Th as indicated in Figure 8.2, right, for d = 2. We will use the notation SD for the
submesh of the dual volume D by the simplices of Sh, ∂S int

D for the interior faces of SD, and
∂Sext

D for the boundary faces of SD.
Set Vh := P1(Th) ∩H1

0 (Ω). The vertex-centered finite volume (VCFV) method reads:

Definition 8.3.19 (VCFV method for (7.1a)–(7.1b)). Find uh ∈ Vh such that

−⟨∇uh·nD, 1⟩∂D = (f, 1)D ∀D ∈ Dint
h . (8.59)

In the vertex-centered finite volume method, the approximate potential uh is conforming,
uh ∈ H1

0 (Ω), so that we simply set sh := uh for the potential reconstruction. Note that,
consequently, the nonconformity estimators ηNC,K of (7.23c) are zero, which is in agreement
with this conforming nature of the vertex-centered finite volume method.

As for the flux reconstruction, we will construct σh ∈ RTN0(Sh), where, recall, Sh is
the simplicial submesh of both Th and Dh depicted in Figure 8.2, right, for d = 2 and the
space RTN0(Sh) is defined in Section 5.3. We proceed following Luce and Wohlmuth [72]
and [99, 101]. For a given dual volume D ∈ Dh, recall that SD stands for the submesh of the
dual volume D by the simplices of Sh and ∂Sext

D for the faces of SD lying in ∂D. Define the
space

RTNN
0 (SD) := {vh ∈ RTN0(SD); vh·ne = −∇uh·ne ∀e ∈ ∂Sext

D , e ̸⊂ ∂Ω}. (8.60)

This is the space of Raviart–Thomas–Nédélec vector functions over the mesh SD which are
such that their normal components over those faces of ∂Sext

D which do not lie at the boundary
of Ω are given by the piecewise constant function −∇uh·ne. Note that −∇uh·ne is univalued
on such faces (since they always lie in the interior of some simplex K from the original mesh
Th); consequently, any function vh such that vh|D ∈ RTNN

0 (SD) for all D ∈ Dh belongs
to the space RTN0(Sh), as its normal component is continuous in the whole domain Ω, cf.
Theorem 4.5.1. Thus assumption (7.21a) holds. Remark also that it follows from (8.59) that
any such function vh satisfies ⟨vh·nD, 1⟩∂D = (f, 1)D for all D ∈ Dint

h and, consequently, by
the Green theorem

(∇·vh, 1)D = (f, 1)D ∀D ∈ Dint
h . (8.61)

Note that (8.61) is a local conservation property which is precisely behind the philosophy of
the vertex-centered finite volume method (8.59). It follows in particular from (8.61) that vh



98 Chapter 8. The Laplace equation: complements and different approaches

such that vh|D ∈ RTNN
0 (SD) “almost” satisfies assumption (7.21b), almost in the sense that

the desired property holds for all interior dual volumes D ∈ Dint
h but not for all elements K of

the original mesh Th. We also observe that in the space RTN0(Sh), there are many additional
degrees of freedom which have not been fixed yet. These are the degrees of freedom of the
interior faces of SD, D ∈ Dh, and the faces of Sh lying on the boundary. We will do so now,
with the double objective to satisfy (7.21b) and to choose the remaining degrees of freedom in
the best possible way. We actually proceed similarly to the developments of Section 7.9 but
we remind that direct elementwise prescription is also possible following [101, 4.3.1].

Let fh ∈ P0(Sh) be given by (f, 1)K/|K| for all K ∈ Sh. We then define:

Definition 8.3.20 (Flux reconstruction for the VCFV method). Let uh be given by Defini-
tion 8.3.19. Then prescribe σh ∈ RTN0(Sh) on each D ∈ Dh by

σh|D := arg inf
vh∈RTNN

0 (SD),∇·vh=fh

∥∇uh + vh∥D. (8.62)

Problem (8.62) is again a complementary energy minimization problem, as that of Defini-
tion 7.9.1. Noting that ∇·σh = fh, i.e., ∇·σh|K = fh|K for all K ∈ Sh, the property (7.21b)
immediately follows. From (8.62), we see that we impose a constraint that the residual esti-
mators (7.23a) will be very small, as f −∇·σh = f − fh; they will eventually disappear when
f = fh, i.e., whenever the source function f is piecewise constant on the mesh Sh. Finally, the
equilibrated flux σh that we find by (8.62) can be seen as a minimization of the flux estima-
tors (7.23b) (with the constraint ∇·σh = fh). We summarize the above developments in the
following:

Lemma 8.3.21 (Potential and flux reconstructions in the VCFV method). Let uh be given
by Definition 8.3.19. Then sh := uh and σh prescribed by Definition 8.3.20 satisfy respectively
Definitions 7.6.1 and 7.6.2.

In order to practically compute, on a given dual volume D ∈ Dh, the equilibrated flux
σh of (8.62), we proceed as follows. We first define a new space RTNN,0

0 (SD) as the space
RTNN

0 (SD) of (8.60) but with the normal flux condition vh·ne = 0 on all e ∈ ∂Sext
D , e ̸⊂ ∂Ω,

for all the functions vh from this space. For D ∈ Dext
h , we then let P∗

0(SD) be spanned by
piecewise constants on SD. For D ∈ Dint

h , the space P∗
0(SD) is spanned by piecewise constants

on SD, with imposed zero mean value on the volume D. Then it is easy to show that (8.62)
is equivalent to finding σh ∈ RTNN

0 (SD) and rh ∈ P∗
0(SD) such that

(σh,vh)D − (rh,∇·vh)D = −(∇uh,vh)D ∀vh ∈ RTNN,0
0 (SD), (8.63a)

(∇·σh, qh)D = (f, qh)D ∀qh ∈ P∗
0(SD). (8.63b)

Note that (8.63a)–(8.63b) is the lowest-order Raviart–Thomas–Nédélec mixed finite element
approximation of a local Neumann problem on the interior dual volumes D ∈ Dint

h ; the Neu-
mann boundary condition is given by −∇uh·ne. Note in particular that the function −∇uh·ne
on the boundary of each D ∈ Dint

h by (8.59) satisfies the Neumann compatibility condition
with the source term f , whence we can take all qh ∈ P0(SD) as test functions in (8.63b) and
∇·σh = fh follows. On the boundary dual volumes D ∈ Dext

h , (8.63a)–(8.63b) is the lowest-
order Raviart–Thomas–Nédélec mixed finite element approximation of a local problem where
the same Neumann boundary condition is imposed on that part of the boundary of D which
lies inside Ω and the homogeneous Dirichlet boundary condition is imposed on the remaining
part of the boundary of D.

The efficiency for the vertex-centered finite volume method is:
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Lemma 8.3.22 (Efficiency of the VCFV method for (7.1a)–(7.1b)). Let uh be given by Defini-
tion 8.3.19 and σh by (8.63a)–(8.63b). Let Assumption 8.2.1 be satisfied, with more precisely
f ∈ P0(Th). Then

ηF,K ≲ ηres,K (8.64)

for all K ∈ Th.

Proof. Let D ∈ Dh and recall that ∂S int
D stands for all the interior faces of SD. We will show

∥∇uh + σh∥D ≲

 ∑
K∈SD

h2K∥f +∆uh∥2K


1
2

+

 ∑
e∈∂Sint

D

he∥[[∇uh]]·ne∥2e


1
2

. (8.65)

Therefrom, (8.64) easily follows.
Let D ∈ Dh and let σh ∈ RTNN

0 (SD) and rh ∈ P∗
0(SD) be given by (8.63a)–(8.63b).

Following Arnold and Brezzi [12], Arbogast and Chen [10], and [98, Section 4.1], we define a
postprocessing r̃h of the scalar function rh such that

−∇r̃h|K = (σh +∇uh)|K ∀K ∈ SD, (8.66a)

(r̃h, 1)K
|K| = rh|K , ∀K ∈ SD. (8.66b)

It follows from (8.66a)–(8.66b) and (8.63a) that

(∇r̃h,vh)D + (r̃h,∇·vh)D = 0 ∀vh ∈ RTNN,0
0 (SD).

Fixing one face e ∈ ∂S int
D , choosing the basis functions of RTNN,0

0 (SD) having nonzero
normal trace only across this face, and using the Green theorem, we arrive at

⟨[[r̃h]], 1⟩e = 0. (8.67)

This means that the postprocessed function r̃h has the mean value of the jump equal to zero
on the interior faces of SD. Alternatively, we can say that r̃h has means of traces continuous
on the interior faces of SD. If D ∈ Dext

h , we arrive similarly at

⟨r̃h, 1⟩e = 0 (8.68)

for all e ∈ ∂Sext
D such that e ⊂ ∂Ω. Thus, on exterior faces of SD belonging to ∂Ω, the mean

value of r̃h is zero. Finally, for D ∈ Dint
h , we have that (rh, 1)D = 0 from the definition of

P∗
0(SD). From this fact and (8.66b), we deduce that

(r̃h, 1)D = 0 (8.69)

on all D ∈ Dint
h . Thus, on dual volumes not touching the boundary, the mean value of r̃h is

zero.
We denote by M(SD) ⊂ P1,2(SD) the corresponding space of polynomials verifying (8.67),

(8.68), and (8.69). Using the above developments, we have

∥∇uh + σh∥D = sup
mh∈M(SD), ∥∇mh∥D=1

(∇uh + σh,∇mh)D. (8.70)

We now develop the right-hand side of (8.70). Using the Green theorem, the fact that ∇·σh =
fh = f for all K ∈ SD, see (8.62) or (8.63b), (8.67) (with r̃h replaced by mh) and the facts that
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((∇uh+σh)·ne)|e is in P0(e) and that [[σh]]·ne|e = 0 for all faces e ∈ ∂S int
D as σh ∈ RTNN

0 (SD),
we arrive at

(∇uh + σh,∇mh)D

=
∑
K∈SD

{−(mh,∇·(∇uh + σh))K + ⟨(∇uh + σh)·nK ,mh⟩∂K}

= −
∑
K∈SD

(mh, f +∆uh)K +
∑

e∈∂Sint
D

⟨[[∇uh]]·ne,mh⟩e.
(8.71)

We have also used that σh·ne = −∇uh·ne for all boundary faces e of SD not included in
∂Ω since σh ∈ RTNN

0 (SD), and (8.68) for all boundary faces e of SD included in ∂Ω. By

the Cauchy–Schwarz inequality, the inverse inequality ∥mh∥e ≲ h
− 1

2
e ∥mh∥K , and the shape-

regularity of Th (and consequently Sh), we can further estimate

(∇uh + σh,∇mh)D

≤
{ ∑
K∈SD

h−2
K ∥mh∥2K

} 1
2
{ ∑
K∈SD

h2K∥f +∆uh∥2K

} 1
2

+

{ ∑
e∈∂Sint

D

h−1
e ∥mh∥2e

} 1
2
{ ∑
e∈∂Sint

D

he∥[[∇uh]]·ne∥2e

} 1
2

≲ h−1
D ∥mh∥D

{ ∑
K∈SD

h2K∥f +∆uh∥2K +
∑

e∈∂Sint
D

he∥[[∇uh]]·ne∥2e

} 1
2

.

Recall that, as mh ∈ M(SD), we have (8.68) or (8.69) for mh. Thus, the broken Poincaré or
Friedrichs inequalities (4.23) and (4.24), that we apply on the mesh SD of D, give

∥mh∥D ≲ hD∥∇mh∥D.

Consequently, (8.65) follows from the above estimates and (8.70).

Remark 8.3.23 (Equilibrated flux reconstruction for lowest-order conforming finite elements).
It can be shown, see the references in [101] or Lemmas 3.8 and 3.11 in [101], that the finite
element method of Definition 7.13.1 and the vertex-centered finite volume method of Defini-
tion 8.3.19 coincide when k = 1 and f ∈ P0(Th). In order to obtain an equilibrated flux
reconstruction σh for lowest-order conforming finite elements, we can thus also proceed as in
this section.

8.4 Numerical examples

We present finally the results of several numerical experiments illustrating the performance of
the simplified reconstruction estimators of Section 8.3. We define the effectivity index by

Ieff :=

{∑
K∈Th(ηF,K + ηR,K)2 +

∑
K∈Th η

2
NC,K

} 1
2

∥∇(u− uh)∥
.
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Figure 8.3: Estimated and actual energy error and the corresponding effectivity index, vertex-
centered finite volume method, d = 1

8.4.1 Vertex-centered finite volume method in one space dimension

Let us first consider the one-dimensional case, i.e., (2.1a)–(2.1b). We will reuse Example 2.3.4,
i.e., we take Ω = (0, 1) and f = π2 sin(πx), which leads to u = sin(πx). We consider the
vertex-centered finite volume method of Definition 8.3.19 and report the results in Figure 8.3.
In its left part, we see that the estimate is indeed guaranteed, which illustrates that property i)
of Section 1.4 is satisfied. Indeed, the effectivity index, given in the right part of Figure 8.3, is
above one. We can also remark that in this one-dimensional case, we have asymptotic exactness,
i.e., property iii) of Section 1.4 is satisfied. As discussed in Section 8.3.7, the nonconformity
estimators ηNC,K of (7.23c) are zero. In correspondence with the fact that ∇·σh = fh, the
residual estimators ηR,K of (7.23a) are very small here. In fact, as f ∈ H1(Th), we obtain

hK
π

∥f − fh∥K ≤ h2K
π2

∥∇f∥K

by the Poincaré inequality (4.20), so that these estimators converge as O(h2), which is illus-
trated in the left part of Figure 8.3. Consequently, ηR,K are negligible on refined meshes and
the principal component of the a posteriori estimate are the flux estimators ηF,K of (7.23b).

8.4.2 Cell-centered finite volume method

We consider here the following slight modification of problem (7.1a)–(7.1b): for g ∈ H
1
2 (∂Ω),

find u such that

−∇·(K∇u) = 0 in Ω, (8.72a)

u = g on ∂Ω. (8.72b)

We take Ω = (−1, 1) × (−1, 1), divided into four subdomains Ωi along the Cartesian axes,
with K|Ωi = ai I, where I is the identity matrix. We take either a1 = a3 = 5, a2 = a4 = 1 or
a1 = a3 = 100, a2 = a4 = 1, so that a weak solution of (8.72a)–(8.72b) has a singularity in
the origin.

We consider the cell-centered finite volume method of Definition 8.3.15. We know that in
this case both the residual estimators ηR,K of (7.23a) and the flux estimators ηF,K of (7.23b) are
zero, so that the only component of the a posteriori estimate are the nonconformity estimators
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Figure 8.4: Estimated (left) and actual (right) energy error distribution, cell-centered finite
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Figure 8.5: Approximate solution and the corresponding adaptively refined mesh, cell-centered
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ηNC,K which take here the form ηNC,K := ∥K 1
2∇(uh − sh)∥K instead of (7.23c). We show

in the left part of Figure 8.4 (a1 = a3 = 5) the estimated error distribution, i.e., the values
ηNC,K for each K ∈ Th, and in the right part of Figure 8.4 the exact error distribution, i.e.,

the values ∥K 1
2∇(u− uh)∥K for each K ∈ Th. We see that the two plots match nicely, which

is a numerical evidence of the local efficiency, property ii) of Section 1.4. We thus can do the
adaptive refinement of only those mesh elements where the error is increased. The approximate
solution on a refined mesh and the corresponding mesh are given in Figure 8.5 (a1 = a3 = 100).
We can see that we can efficiently approximate the singularity at the origin, which would not
be possible on a uniformly refined mesh. Finally, in Figure 8.6 (a1 = a3 = 5), we plot the
dependence of the error and estimates on the number of mesh elements for both the uniform
and adaptive mesh refinement. We can see that the error decreases with much higher (optimal)
rate in the adaptive regime. Right part of Figure 8.6 then shows that also in multiple space
dimensions, the effectivity indices of our a posteriori error estimates are quite close to the
optimal value of one, i.e, close to the asymptotic exactness.
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Figure 8.6: Estimated and actual energy errors and the corresponding effectivity indices, cell-
centered finite volume method
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Figure 8.7: Estimated and actual energy error and the corresponding effectivity index, finite
element method, a1 = a3 = 5

8.4.3 Finite element method

We show in Figure 8.7 the counterpart of Figure 8.6 for the finite element method of Defini-
tion 7.13.1. We compute the flux reconstruction following Remark 8.3.23. Similar conclusions
as in the previous cases can be drawn. In addition to this situation a1 = a3 = 5, we present
in Figure 8.8 the same results for the case with the increased contrast in the coefficient K,
a1 = a3 = 100. Although for the adaptive mesh refinement with a sufficient number of mesh
elements, the effectivity index is once again close to 1, this is not anymore the case for uni-
form mesh refinement. This is a typical example of non robustness, where property iv) of
Section 1.4 is not satisfied.

8.4.4 Conclusions

The presented numerical experiments testify that our estimates satisfy properties i), ii), (ap-
proximately) iii), and v) of Section 1.4. The robustness property iv) is not satisfied with
respect to the variations in the diffusion tensor K (remedies can be found in [101]). Alto-
gether, the presented estimates enable the error control and error localization in the sense of
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Figure 8.8: Estimated and actual energy error and the corresponding effectivity index, finite
element method, a1 = a3 = 100

the properties i)–ii) and particularly precision attainment and efficiency in the sense of the
properties 1. – 2. of the Introduction.



Chapter 9

The advection–diffusion–reaction
equation

We investigate here the advection–diffusion–reaction equation (1.2a)–(1.2b). It reads: for
f ∈ L2(Ω), r ∈ L∞(Ω), and w ∈ [W 1,∞(Ω)]d such that 1

2∇·w + r ≥ 0 and symmetric
K ∈ [L∞(Ω)]d×d with uniformly positive smallest eigenvalue, find u such that

−∇·(K∇u) +∇·(wu) + ru = f in Ω, (9.1a)

u = 0 on ∂Ω. (9.1b)

9.1 Variational formulation

In order to pose properly (9.1a)–(9.1b), we are led to the variational formulation:

Definition 9.1.1 (Variational formulation of (9.1a)–(9.1b)). Find u ∈ H1
0 (Ω) such that

(K∇u,∇v)− (wu,∇v) + (ru, v) = (f, v) ∀v ∈ H1
0 (Ω). (9.2)

The existence and uniqueness of a solution of (9.2) is ensured by the Lax–Milgram theorem.

We now proceed as in Chapter 7. We first make the following equivalent of Definition 7.1.2:

Definition 9.1.2 (Flux). Let u be the solution of (9.2). Set

σ := −K∇u+wu. (9.3)

We will call σ the flux.

In analogy with Theorem 7.1.3, we have:

Theorem 9.1.3 (Properties of the weak solution of (9.1a)–(9.1b)). Let u be the solution
of (9.2). Let σ be given by (9.3). Then

u ∈ H1
0 (Ω), σ ∈ H(div,Ω), ∇·σ = f − ru.

Proof. The weak solution u belongs to H1
0 (Ω) by definition. In order to verify that σ ∈

H(div,Ω), we need to check the three conditions of Definition 4.2.1. Condition 1 is obvious,
as u ∈ H1

0 (Ω), K ∈ [L∞(Ω)]d×d, and w ∈ [W 1,∞(Ω)]d, so that −K∇u + wu = σ is square-
integrable. For the function w of condition 2a, choose w := f − ru and note that f ∈ L2(Ω)
by our assumption and ru ∈ L2(Ω) as r ∈ L∞(Ω) and u ∈ H1

0 (Ω), so that w ∈ L2(Ω). Then
condition 2b follows immediately from (9.2) and the fact that D(Ω) ⊂ H1

0 (Ω).
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9.2 Approximate solution

In order to make the presentation general as in Chapter 7, we are led to suppose in this section
that the approximate solution uh that we are given satisfies

uh ∈ H1(Th), (9.4)

where H1(Th) is the broken Sobolev space of Definition 4.3.1.

In analogy with Definition 7.2.1, we set:

Definition 9.2.1 (Approximate flux). Let uh be the approximate solution, cf. (9.4). We will
call

−K∇uh +wuh (9.5)

the approximate flux.

The following remark should be compared to Theorem 9.1.3:

Remark 9.2.2 (Properties of the approximate solution uh of (9.4)). Let uh be the approximate
solution, cf. (9.4). Then

uh ̸∈ H1
0 (Ω), −K∇uh +wuh ̸∈ H(div,Ω), ∇·(−K∇uh +wuh) ̸= f − ruh in general.

9.3 Potential and flux reconstructions

From Theorem 9.1.3 and Remark 9.2.2, we see that the approximate solution (or approximate
potential) uh and the approximate flux −K∇uh+wuh can be nonphysical. As in Section 7.6,
we will introduce their “corrections”, a potential reconstruction sh and an equilibrated flux
reconstruction σh:

Definition 9.3.1 (Potential reconstruction). Let uh be the approximate solution, cf. (9.4).
We will call the potential reconstruction any function sh constructed from uh which satisfies

sh ∈ H1
0 (Ω).

Definition 9.3.2 (Equilibrated flux reconstruction). We will call the equilibrated flux recon-
struction any function σh constructed from uh which satisfies

σh ∈ H(div,Ω), (9.6a)

(∇·σh + ruh, 1)K = (f, 1)K ∀K ∈ Th. (9.6b)

9.4 Energy (semi-)norm augmented by a dual norm and its
equivalence with the dual norm of the residual

Define two bilinear forms

BS(u, v) := (K∇u,∇v) + ((12∇·w + r)u, v), (9.7a)

BA(u, v) := −(wu,∇v)− ((12∇·w)u, v). (9.7b)
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The energy (semi-)norm for the problem (9.1a)–(9.1b) is given by

|||v||| := BS(v, v)
1
2 =

∑
K∈Th

|||v|||2K


1
2

, v ∈ H1(Th), (9.8a)

|||v|||K :=
{
∥K 1

2∇v∥2K + ∥(12∇·w + r)
1
2 v∥2K

} 1
2
. (9.8b)

It appears that, in contrast to Chapter 7, it is not obvious to give optimal (in the sense
of Section 1.4, in particular in what concerns property iv)) a posteriori error estimates in
the energy norm (9.8a). We thus, following Verfürth [96] and [49] introduce the following
augmented (semi-)norm:

|||v|||⊕ := |||v|||+ sup
φ∈H1

0 (Ω), |||φ|||=1

BA(v, φ) v ∈ H1(Th). (9.9)

Let us denote by B the bilinear form appearing in (9.2), i.e.,

B(u, v) := (K∇u,∇v)− (wu,∇v) + (ru, v).

Note that it follows from (9.7a)–(9.7b) that

B(u, v) = BS(u, v) + BA(u, v). (9.10)

With this notation, we have the following important result on relating the augmented norm
of (9.9) with the dual norm generated by the form B:
Theorem 9.4.1 (Equivalence of the augmented norm and of the dual norm of B). Let v ∈
H1

0 (Ω). Then

sup
φ∈H1

0 (Ω); |||φ|||=1

B(v, φ) ≤ |||v|||⊕ ≤ 3 sup
φ∈H1

0 (Ω); |||φ|||=1

B(v, φ).

Proof. Let φ ∈ H1
0 (Ω) be given. Then

B(v, φ) = BS(v, φ) + BA(v, φ) ≤ |||v||| |||φ|||+ BA(v, φ)

by (9.10), (9.7a), the Cauchy–Schwarz inequality, and (9.8a). Consequently,

sup
φ∈H1

0 (Ω); |||φ|||=1

B(v, φ) ≤ |||v|||+ sup
φ∈H1

0 (Ω); |||φ|||=1

BA(v, φ) = |||v|||⊕.

Conversely,
|||v|||2 = BS(v, v) = B(v, v),

which follows from (9.8a) and from the fact that

BA(v, v) = 0.

Thus
|||v||| ≤ sup

φ∈H1
0 (Ω); |||φ|||=1

B(v, φ). (9.11)

Let next φ ∈ H1
0 (Ω) with |||φ||| = 1 be given. Then by the same reasoning as above,

BA(v, φ) = B(v, φ)− BS(v, φ) ≤ B(v, φ) + |||v||| |||φ||| = B(v, φ) + |||v|||.
Thus

sup
φ∈H1

0 (Ω); |||φ|||=1

BA(v, φ) ≤ sup
φ∈H1

0 (Ω); |||φ|||=1

B(v, φ) + |||v|||. (9.12)

Combining (9.11) with (9.12) and the definition (9.9) gives the assertion of the theorem.
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Let us now generalize Definition 7.7.1 to the advection–diffusion–reaction setting:

Definition 9.4.2 (Residual). Let vh ∈ H1
0 (Ω). Then R(vh) ∈ H−1(Ω) is defined by

⟨R(vh), φ⟩H−1(Ω),H1
0 (Ω) := (f, φ)− B(vh, φ) φ ∈ H1

0 (Ω).

Taking u− vh in place of v in Theorem 9.4.1 and noting that B(u− vh, φ) equals (f, φ)−
B(vh, φ) by (9.2) leads to the following generalization of Theorem 7.7.2:

Corollary 9.4.3 (Equivalence between the augmented energy and dual residual norms). Let
u be the weak solution given by Definition 9.1.1. Let vh ∈ H1

0 (Ω) be arbitrary. Then

sup
φ∈H1

0 (Ω); |||φ|||=1

{(f, φ)− B(vh, φ)} ≤ |||u− vh|||⊕ ≤ 3 sup
φ∈H1

0 (Ω); |||φ|||=1

{(f, φ)− B(vh, φ)}. (9.13)

It is to be noted that in contrast to (7.22), here the norm on the test functions φ is the
energy norm (9.8a) and not the H1

0 (Ω) seminorm. In conclusion, it is in the augmented norm
||| · |||⊕ that one obtains the equivalence with the dual norm of the residual.

9.5 A general posteriori error estimate

In the sequel, let for simplicity (12∇·w + r) be piecewise constant. For any K ∈ Th, we will
need the two following constants:

mK := min(CP,Kc
− 1

2
K,KhK , (

1
2∇·w + r)|−

1
2

K ),

m̃K := 2(1 + CP,K)c
− 1

2
K,KmK ,

with cK,K the smallest eigenvalue of K on K and CP,K the constant from the Poincaré in-
equality (4.20). Recall also the notation Π0 for the L2(Ω)-orthogonal projection onto P0(Th)
and the notation I for the identity operator. Then we have the following a posteriori error
estimate:

Theorem 9.5.1 (A general a posteriori error estimate for (9.1a)–(9.1b)). Let u be the weak
solution given by Definition 9.1.1. Let uh be an arbitrary function satisfying (9.4). Let finally
sh be a potential reconstruction in the sense of Definition 9.3.1 and σh an equilibrated flux
reconstruction in the sense of Definition 9.3.2. For any K ∈ Th, define the residual estimator
by

ηR,K := mK∥f −∇·σh − ruh∥K , (9.14)

the flux estimator by

ηF,K := min(ηF,1,K , ηF,2,K), (9.15a)

ηF,1,K :=
{
∥K− 1

2ah∥2K + ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥2K

} 1
2
, (9.15b)

ηF,2,K := mK∥(I −Π0)∇·ah∥K + m̃
1
2
K

∑
e∈EK

C̃
1
2
t,K,e∥ah·nK∥e

+ ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥K , (9.15c)
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with ah := σh + K∇uh − wsh and C̃t,K,e the constant from (4.22a), and the nonconformity
estimators by

ηNC,K :=|||uh − sh|||K , (9.16a)

η̃NC,K :=min(η̃NC,1,K , η̃NC,2,K), (9.16b)

η̃NC,1,K :=
{
∥K− 1

2bh∥2K + ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥2K

} 1
2
, (9.16c)

η̃NC,2,K :=mK∥(I −Π0)∇·bh∥K + m̃
1
2
K

∑
e∈EK

C̃
1
2
t,K,e∥bh·nK∥e

+ ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥K , (9.16d)

with bh := w(uh − sh). Then

|||u− uh|||⊕ ≤ 4

∑
K∈Th

η2NC,K


1
2

+

∑
K∈Th

η̃2NC,K


1
2

+ 3

∑
K∈Th

(ηR,K + ηF,K)2


1
2

.

(9.17)

Proof. The triangle inequality gives

|||u− uh|||⊕ ≤ |||u− sh|||⊕ + |||sh − uh|||⊕,

whereas Theorem 9.4.1 for v := u− sh yields

|||u− sh|||⊕ ≤ 3 sup
φ∈H1

0 (Ω); |||φ|||=1

B(u− sh, φ).

We finally employ that

sup
φ∈H1

0 (Ω); |||φ|||=1

B(u− sh, φ)

= sup
φ∈H1

0 (Ω); |||φ|||=1

{B(u− uh, φ) + BA(uh − sh, φ) + BS(uh − sh, φ)}

≤ |||uh − sh|||+ sup
φ∈H1

0 (Ω); |||φ|||=1

{B(u− uh, φ) + BA(uh − sh, φ)}.

Combining the three above bounds and the definition (9.9) of the augmented norm yields

|||u− uh|||⊕ ≤ 4|||uh − sh|||+ sup
φ∈H1

0 (Ω),|||φ|||=1

BA(uh − sh, φ)

+ 3 sup
φ∈H1

0 (Ω),|||φ|||=1

{B(u− uh, φ) + BA(uh − sh, φ)}.
(9.18)

The first term on the right-hand side of (9.18) gives immediately rise to the first estimator
in (9.17). As for the second one, we can write

BA(uh − sh, φ) =
∑
K∈Th

{−(w(uh − sh),∇φ)K − ((12∇·w)(uh − sh), φ)K}.
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Let K ∈ Th. The Cauchy–Schwarz inequality and the definition (9.8b) of the energy norm on
the one hand yield

− (bh,∇φ)K − ((12∇·w)(uh − sh), φ)K

≤
{
∥K− 1

2bh∥2K + ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥2K

} 1
2

×
{
∥K 1

2∇φ∥2K + ∥(12∇·w + r)
1
2φ∥2K

} 1
2

= η̃NC,1,K |||φ|||K .
The Poincaré inequality (4.20), the trace inequality (4.22a), and (9.8b) give, for K ∈ Th and
e ∈ EK , cf. [49],

∥φ− φK∥K ≤ mK |||φ|||K
∥φ− φK∥e ≤ m̃

1
2
KC̃

1
2
t,K,e|||φ|||K .

Thus, noting that (∇φ)|K = ∇(φ− φK)|K and integrating by parts on K leads to

− (bh,∇φ)K − ((12∇·w)(uh − sh), φ)K

= ((I −Π0)∇·bh, φ− φK)K −
∑
e∈EK

(bh·nK , φ− φK)e − ((12∇·w)(uh − sh), φ)K

≤ mK∥(I −Π0)∇·bh∥K |||φ|||K + m̃
1
2
K

∑
e∈EK

C̃
1
2
t,K,e∥bh·ne∥e|||φ|||K

+ ∥(12∇·w + r)−
1
2 (12∇·w)(uh − sh)∥K |||φ|||K = η̃NC,2,K |||φ|||K .

Above, we have subtracted the projection Π0 as the term ∥(I − Π0)∇·bh∥K may be much
smaller than ∥∇·bh∥K . Altogether,

BA(uh − sh, φ) ≤
∑
K∈Th

η̃NC,K |||φ|||K ≤

∑
K∈Th

η̃2NC,K


1
2

|||φ|||.

Finally, for the third term on the right-hand side of (9.18), we observe that

B(u− uh, φ) + BA(uh − sh, φ) = (f −∇·σh − ruh, φ)− (ah,∇φ)− ((12∇·w)(uh − sh), φ)

≤
∑
K∈Th

(ηR,K + ηF,K)|||φ|||K ,

using the definition (9.2) of the weak solution, adding and subtracting the term (σh,∇φ) and
using the Green theorem, and finally employing the assumption (9.6b) for the residual term
and proceeding for ah and the term with (12∇·w) as for bh.

9.6 Applications and efficiency

One can apply Theorem 9.5.1 to various discretization methods as in Section 7.13. A gen-
eral efficiency result in the spirit of Theorem 8.3.3 can likewise be obtained; the conceptual
difference with Theorem 8.3.3 is that here the efficiency is global and not local (as the aug-
mented norm (9.9) is global). Most importantly, it is the concept of the augmented norm (9.9)
which allows to show the robustness with respect to the model parameter w, i.e., to satisfy
property iv) of Section 1.4. We refer to [96] and [49, 52] for the details.



Chapter 10

The Stokes equation

Recall the Stokes problem (1.3a)–(1.3c) from Chapter 1: for f ∈ [L2(Ω)]d, find u and p such
that

−∆u+∇p = f in Ω, (10.1a)

∇·u = 0 in Ω, (10.1b)

u = 0 on ∂Ω. (10.1c)

10.1 Variational formulation

Denote by L2
0(Ω) the space of L2(Ω) functions having zero mean value over Ω. The weak

formulation of (10.1a)–(10.1c) reads:

Definition 10.1.1 (Variational formulation of (10.1a)–(10.1c)). Find (u, p) ∈ [H1
0 (Ω)]

d ×
L2
0(Ω) such that

(∇u,∇v)− (∇·v, p) = (f ,v) ∀v ∈ [H1
0 (Ω)]

d, (10.2a)

−(∇·u, q) = 0 ∀q ∈ L2
0(Ω). (10.2b)

Problem (10.2a)–(10.2b) is well-posed (cf. [60]) due to the inf–sup condition (we system-
atically assume the arguments nonzero)

inf
q∈L2

0(Ω)
sup

v∈[H1
0 (Ω)]d

(q,∇·v)
∥∇v∥ ∥q∥ = β, (10.3)

where β is a positive constant.

Remark 10.1.2 (Alternative variational formulation). Alternative equivalent of the varia-
tional formulation of Definition 10.1.1 is: find u ∈ [H1

0 (Ω)]
d with ∇·u = 0 such that

(∇u,∇v) = (f ,v) ∀v ∈ [H1
0 (Ω)]

d with ∇·v = 0, (10.4)

see, e.g., [83, Section 9.1].

As previously, we can here also introduce the concept of flux (called stress in the Stokes
setting):
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Definition 10.1.3 (Stress). Let (u, p) be the solution of (10.2a)–(10.2b). Set

σ := ∇u− pI. (10.5)

We will call σ the stress.

The weak solution can be, by exactly the same arguments as in the proof of Theorem 7.1.3,
shown to posses the following property, as usual mimicking the physical setting:

Theorem 10.1.4 (Properties of the weak solution of (10.2a)–(10.2b)). Let (u, p) be the solu-
tion of (10.2a)–(10.2b). Let σ be given by (10.5). Then

u ∈ [H1
0 (Ω)]

d, σ ∈ [H(div,Ω)]d, ∇·σ = −f .

10.2 Approximate solution

In order to make the presentation general, not restricted to any particular numerical method,
we are led to suppose as before that the approximate solution (uh, ph) that we are given merely
satisfies

uh ∈ [H1(Th)]d, ph ∈ L2
0(Ω). (10.6)

Note that ph is here a conforming approximation, belonging to the same space L2
0(Ω) as the

weak solution p; it is hard to imagine a numerical approximation which would not be square-
integrable, whereas the condition (ph, 1) = 0 is typically satisfied.

In analogy with Definition 10.1.3, we set:

Definition 10.2.1 (Approximate stress). Let (uh, ph) be the approximate solution, cf. (10.6).
We will call

∇uh − phI (10.7)

the approximate stress.

The following remark should be compared to Theorem 10.1.4:

Remark 10.2.2 (Properties of the approximate solution (uh, ph) of (10.6)). Let (uh, ph) be
the approximate solution, cf. (10.6). Then

uh ̸∈ [H1
0 (Ω)]

d, ∇uh − phI ̸∈ [H(div,Ω)]d, ∇·(∇uh − phI) ̸= −f in general.

10.3 Velocity and stress reconstructions

From Theorem 10.1.4 and Remark 10.2.2, we see that the approximate solution (velocity)
uh and the approximate stress ∇uh − phI can be nonphysical. Developing the ideas of the
previous chapters, we will introduce their “corrections”, a velocity reconstruction sh and a
stress reconstruction σh (here ei stands for the i-th Euclidean vector):

Definition 10.3.1 (Velocity reconstruction). We will call the velocity reconstruction any
function sh constructed from uh which satisfies

sh ∈ [H1
0 (Ω)]

d.

Definition 10.3.2 (Equilibrated stress reconstruction). We will call the equilibrated stress
reconstruction any function σh constructed from uh which satisfies

σh ∈ [H(div,Ω)]d, (10.8a)

−(∇·σh, ei)K =(f , ei)K i = 1, . . . , d, ∀K ∈ Th. (10.8b)
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10.4 A general a posteriori error estimate

We can now prove our a posteriori error estimate.

Theorem 10.4.1 (A general a posteriori error estimate for (10.1a)–(10.1c)). Let (u, p) be the
weak solution given by Definition 10.1.1. Let (uh, ph) be arbitrary functions satisfying (10.6).
Let sh be a velocity reconstruction in the sense of Definition 10.3.1 and σh an equilibrated
stress reconstruction in the sense of Definition 10.3.2. For any K ∈ Th, define the residual
estimator by

ηR,K := CP,KhK∥∇·σh + f∥K , (10.9)

the flux estimator by
ηF,K := ∥∇uh − phI − σh∥K , (10.10)

the nonconformity estimator by

ηNC,K := ∥∇(uh − sh)∥K , (10.11)

and the divergence estimator by

ηD,K :=
∥∇·sh∥K

β
. (10.12)

Then

∥∇(u− uh)∥2 ≤
∑
K∈Th

(ηR,K + ηF,K)2 +

{{∑
K∈Th

η2D,K

}1/2

+

{∑
K∈Th

η2NC,K

}1/2}2

, (10.13a)

∥p− ph∥ ≤ 1

β

({∑
K∈Th

(ηR,K + ηF,K)2

}1/2

+

{∑
K∈Th

η2D,K

}1/2

+

{∑
K∈Th

η2NC,K

}1/2)
.

(10.13b)

Proof. The proof follows [45, 5]. We first bound ∥∇(u− uh)∥, by proceeding similarly to the
proof of Theorem 7.8.1 in Chapter 7. Let s ∈ [H1

0 (Ω)]
d with ∇·s = 0 be the solution of

(∇s,∇v) = (∇uh,∇v) ∀v ∈ [H1
0 (Ω)]

d with ∇·v = 0. (10.14)

This problem has a unique solution, cf. Remark 10.1.2. We again have the Pythagorean
equality

∥∇(u− uh)∥2 = ∥∇(u− s)∥2 + ∥∇(s− uh)∥2, (10.15)

which follows from the fact that

∥∇(u−uh)∥2 = ∥∇(u− s+ s−uh)∥2 = ∥∇(u− s)∥2+ ∥∇(s−uh)∥2+2(∇(u− s),∇(s−uh)),

with the last term disappearing thanks the fact that ∇·(u−s) = 0 and to (10.14). We estimate
the two terms in (10.15) separately.

In a complete analog of Theorem 7.3.1, we have here

∥∇(u− s)∥ = sup
φ∈[H1

0 (Ω)]d;∇·φ=0, ∥∇φ∥=1

(∇(u− s),∇φ).

Let thus φ ∈ [H1
0 (Ω)]

d with ∇·φ = 0 and ∥∇φ∥ = 1 be fixed. Employing the definitions (10.4)
and (10.14), we have

(∇(u− s),∇φ) = (f ,φ)− (∇uh,∇φ). (10.16)
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Next, using that 0 = (ph,∇·φ) = (phI,∇φ), adding and subtracting (σh,∇φ), and using the
Green theorem (Theorem 4.2.5, component by component), we get

(∇(u− s),∇φ) = (∇·σh + f ,φ)− (∇uh − phI − σh,∇φ).

We have, for any K ∈ Th,

(∇·σh + f ,φ)K = (∇·σh + f ,φ−φK)K ≤ ηR,K∥∇φ∥K

using (10.8b), whereas the estimate

(∇uh − phI − σh,∇φ)K ≤ ηF,K∥∇φ∥K

is immediate by the Cauchy–Schwarz inequality. Thus the Cauchy–Schwarz inequality gives

(∇(u− s),∇φ) ≤
∑
K∈Th

(ηR,K + ηF,K)∥∇φ∥K ≤
{∑
K∈Th

(ηR,K + ηF,K)2

}1/2

. (10.17)

We now treat the term ∥∇(s− uh)∥. We have

∥∇(s− uh)∥2 = (∇(s− uh),∇(s− uh)) = (∇(s− sh),∇(s− uh)) + (∇(sh − uh),∇(s− uh)).

As in Remark 10.1.2 with respect to Definition 10.1.1, the following equivalent formulation
of (10.14) can be given: find (s, w) ∈ [H1

0 (Ω)]
d × L2

0(Ω) such that

(∇s,∇v)− (∇·v, w) = (∇uh,∇v) ∀v ∈ [H1
0 (Ω)]

d, (10.18a)

−(∇·s, q) = 0 ∀q ∈ L2
0(Ω). (10.18b)

Thus we have, as s− sh ∈ [H1
0 (Ω)]

d can be taken as a test function in (10.18a),

(∇(s− uh),∇(s− sh)) = (∇·(s− sh), w) = −(∇·sh, w) ≤ ∥∇·sh∥∥w∥.

We have also used the fact that ∇·s = 0 and the Cauchy–Schwarz inequality. To estimate
∥w∥, we will rely on the inf–sup condition (10.3):

∥w∥ ≤ 1

β
sup

v∈[H1
0 (Ω)]d

(w,∇·v)
∥∇v∥ =

1

β
sup

v∈[H1
0 (Ω)]d

(∇(s− uh),∇v)

∥∇v∥ ≤ 1

β
∥∇(s− uh)∥,

where we have employed (10.18a) and the Cauchy–Schwarz inequality. We thus arrive at

(∇(s− sh),∇(s− uh)) ≤
∥∇·sh∥
β

∥∇(s− uh)∥,

whence

∥∇(s− uh)∥ ≤ ∥∇·sh∥
β

+ ∥∇(sh − uh)∥ =

{∑
K∈Th

η2D,K

}1/2

+

{∑
K∈Th

η2NC,K

}1/2

. (10.19)

Finally, the term ∥p − ph∥ is treated through the inf–sup condition (10.3), which in par-
ticular gives

∥p− ph∥ ≤ 1

β
sup

φ∈[H1
0 (Ω)]d; ∥∇φ∥=1

(p− ph,∇·φ).
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Fix φ ∈ [H1
0 (Ω)]

d with ∥∇φ∥ = 1. The weak solution characterization (10.2a) gives

(p,∇·φ) = (∇u,∇φ)− (f ,φ).

Thus using also (ph,∇·φ) = (phI,∇φ), adding and subtracting (σh,∇φ) as well as (∇uh,∇φ),
and using the Green theorem, we arrive at

(p− ph,∇·φ) = (∇(u− uh),∇φ)− (∇·σh + f ,φ) + (∇uh − phI − σh,∇φ).

The two last terms on the above right-hand side could be estimated as in (10.17) and the first
one could be bounded by ∥∇(u− uh)∥ and consequently by (10.13a). Such a straightforward
bound can, however, be substantially improved while proceeding as in [5]. Let φC ∈ [H1

0 (Ω)]
d

with ∇·φC = 0 be the solution of

(∇φC,∇v) = (∇φ,∇v) ∀v ∈ [H1
0 (Ω)]

d with ∇·v = 0.

Let φNC := φ−φC; note that

(∇φNC,∇v) = 0 ∀v ∈ [H1
0 (Ω)]

d with ∇·v = 0. (10.20)

Then, as in (10.15), we immediately have

∥∇φ∥2 = ∥∇φC∥2 + ∥∇φNC∥2, (10.21)

as (∇φNC,∇φC) = 0. Now

(p− ph,∇·φ) = (p− ph,∇·φNC)

and

(p− ph,∇·φNC) = (∇(u− uh),∇φNC)− (∇·σh + f ,φNC) + (∇uh − phI − σh,∇φNC).

We can estimate

−(∇·σh + f ,φNC) + (∇uh − phI − σh,∇φNC) ≤
{∑
K∈Th

(ηR,K + ηF,K)2

}1/2

as in (10.17), since ∥∇φNC∥ ≤ ∥∇φ∥ = 1 by (10.21). The gain is that

(∇(u− uh),∇φNC) = (∇(s− uh),∇φNC),

as (∇(u − s),∇φNC) = 0 by (10.20) since u − s ∈ [H1
0 (Ω)]

d and ∇·(u − s) = 0. Now the
Cauchy–Schwarz inequality and (10.19) together with ∥∇φNC∥ ≤ ∥∇φ∥ = 1 give

(∇(u− uh),∇φNC) ≤
{∑
K∈Th

η2D,K

}1/2

+

{∑
K∈Th

η2NC,K

}1/2

.

Combining the above results gives (10.13b).

10.5 Application to classical discretization methods and local
efficiency

As in Chapter 7, the estimate of Theorem 10.4.1 can be used for many numerical methods
upon specifying the velocity and stress reconstructions sh and σh. Similarly to Section 7.11
in Chapter 7, local efficiency can then be shown.





Chapter 11

The heat equation

We give in this chapter a few results on a model unsteady problem, the heat equation (1.4a)–
(1.4c). It reads: for f ∈ L2(Ω× (0, T )), u0 ∈ L2(Ω), and T > 0, find u such that

∂tu−∆u = f in Ω× (0, T ), (11.1a)

u = 0 on ∂Ω× (0, T ), (11.1b)

u(·, 0) = u0 in Ω. (11.1c)

11.1 Variational formulation

Set

X := L2(0, T ;H1
0 (Ω)), (11.2a)

Y := {v ∈ X; ∂tv ∈ X ′}, (11.2b)

where X ′ = L2(0, T ;H−1(Ω)). In order to properly define u, we use:

Definition 11.1.1 (Variational formulation of (11.1a)–(11.1c)). Find u ∈ Y such that u(·, 0) =
u0 and such that, for a.e. t ∈ (0, T ),

⟨∂tu, φ⟩H−1(Ω),H1
0 (Ω)(t) + (∇u,∇φ)(t) = (f, φ)(t) ∀φ ∈ H1

0 (Ω). (11.3)

As usual, we will now introduce the flux:

Definition 11.1.2 (Flux). Let u be the solution of (11.3). Set

σ := −∇u. (11.4)

We will call σ the flux.

Also in the unsteady context, we have the following physical-relevance result:

Theorem 11.1.3 (Properties of the weak solution of (11.1a)–(11.1c)). Let u0 ∈ H1
0 (Ω) and

let u be the solution of (11.3). Let σ be given by (11.4). Then

u ∈ X ∩ C(0, T ;L2(Ω)), ∂tu ∈ L2(0, T ;L2(Ω)), (11.5)

σ ∈ L2(0, T ;H(div,Ω)), ∇·σ = f − ∂tu. (11.6)
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Proof. The weak solution u belongs to X by definition. Moreover, it follows from u ∈ Y
that u ∈ C(0, T ;L2(Ω)). The additional regularity on the initial condition, u0 ∈ H1

0 (Ω),
then implies ∂tu ∈ L2(0, T ;L2(Ω)), cf., e.g., Evans [56]. As for σ, we now check the three
conditions of Definition 4.2.1 for a.e. t ∈ (0, T ). Condition 1 is obvious, as u(·, t) ∈ H1

0 (Ω), so
that σ(·, t) ∈ [L2(Ω)]d. For the function w of condition 2a, choose w := f(·, t) − ∂tu(·, t) and
note that w ∈ L2(Ω). Finally, condition 2b follows immediately from (11.3) and the fact that
D(Ω) ⊂ H1

0 (Ω). The conclusion follows from the fact that σ ∈ L2(0, T ; [L2(Ω)]d) as u ∈ X
and ∇·σ ∈ L2(0, T ;L2(Ω)) as both f and ∂tu belong to L2(0, T ;L2(Ω)).

11.2 Space-time meshes and spaces

In comparison with the previous chapters, we now also have the time variable t, so that we
need to introduce some more notation. We consider an increasing sequence of discrete times
{tn}0≤n≤N such that t0 = 0 and tN = T and introduce the time intervals In := (tn−1, tn] and
the time steps τn := tn−tn−1 for all 1 ≤ n ≤ N . The spatial meshes are allowed to vary in time;
we denote by T n

h the mesh used to march in time from tn−1 to tn, for all 1 ≤ n ≤ N , and by T 0
h

the initial mesh. We also denote by P 1
τ (H

1
0 (Ω)) the space of functions that are piecewise affine

and continuous in time and H1
0 (Ω) in space. Note that P 1

τ (H
1
0 (Ω)) ⊂ X ∩ C(0, T ;L2(Ω)) and

any vhτ ∈ P 1
τ (H

1
0 (Ω)) satisfies ∂tvhτ ∈ L2(0, T ;L2(Ω)). Similarly, we denote by P 0

τ (H(div,Ω))
the space of functions that are piecewise constant in time and H(div,Ω) in space and note
that P 0

τ (H(div,Ω)) ⊂ L2(0, T ;H(div,Ω)). Finally, let P 1
τ (H

1(Th)) be the space of functions
vhτ that are piecewise affine and continuous in time, given by functions vnh := vhτ (·, tn) from
H1(T n

h ) for all 0 ≤ n ≤ N . We also set

∂nt vhτ :=
(vnh − vn−1

h )

τn
,

1 ≤ n ≤ N . For the sake of simplicity, we suppose that f is piecewise constant in time and
denote fn := f |In . For vhτ ∈ P 0

τ (H(div,Ω)), we define vnh := vhτ |In .

11.3 Approximate solution

In order to make, as usual, the presentation general, not restricted to any particular numerical
method, we are led to suppose in this chapter that the approximate solution uhτ that we are
given satisfies

uhτ ∈ P 1
τ (H

1(Th)). (11.7)

We now define the approximate flux:

Definition 11.3.1 (Approximate flux). Let uhτ be the approximate solution, cf. (11.7). We
will call

−∇uhτ (11.8)

the approximate flux.

As usual, the following remark should be compared to Theorem 11.1.3:

Remark 11.3.2 (Properties of the approximate solution uhτ of (11.7)). Let uhτ be the ap-
proximate solution, cf. (11.7). Then

uhτ ̸∈ X, −∇uhτ ̸∈ L2(0, T ;H(div,Ω)), ∇·(−∇uhτ ) ̸= f − ∂tuhτ in general.

Note however that we do have uhτ ∈ C(0, T ;L2(Ω)) and ∂tuhτ ∈ L2(0, T ;L2(Ω)), so that the
nonconformity in uhτ is only with respect to space and not with respect to time.
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11.4 Potential and flux reconstructions

Based on the preceding considerations, we are one again lead to introduce a potential recon-
struction and an equilibrated flux reconstruction. Herein, these are space–time functions.

Definition 11.4.1 (Potential reconstruction). Let uhτ be the approximate solution, cf. (11.7).
We will call the potential reconstruction any function shτ constructed from uhτ which satisfies

shτ ∈ P 1
τ (H

1
0 (Ω)), (11.9a)

(∂nt shτ , 1)K = (∂nt uhτ , 1)K ∀1 ≤ n ≤ N, ∀K ∈ T n
h . (11.9b)

Note that in contrast to the previous chapters, we require in (11.9b) that the mean values
of the time derivative of uhτ are preserved by the potential reconstruction shτ .

Definition 11.4.2 (Equilibrated flux reconstruction). We will call the equilibrated flux re-
construction any function σhτ constructed from uhτ which satisfies

σhτ ∈ P 0
τ (H(div,Ω)), (11.10a)

(∂nt uhτ +∇·σnh , 1)K = (fn, 1)K ∀1 ≤ n ≤ N, ∀K ∈ T n
h . (11.10b)

11.5 Energy (semi-)norm augmented by a dual norm and its
equivalence with the dual norm of the residual

Let v ∈ X. The space–time energy norm for (11.1a)–(11.1c) is given by

∥v∥X :=

{∫ T

0
∥∇v∥2(t) dt

} 1
2

. (11.11)

Following Verfürth [95], we augment the energy norm by the dual norm of the time derivative,
forming a norm on the space Y . In particular, for v ∈ Y , we set

∥v∥Y := ∥v∥X + ∥∂tv∥X′ , (11.12)

where

∥∂tv∥X′ :=

{∫ T

0
∥∂tv∥2H−1(Ω)(t) dt

} 1
2

.

Let t ∈ (0, T ). One can compute ∥∂tv∥H−1(Ω) at the time t by introducing the following elliptic
problem: find w(·, t) ∈ H1

0 (Ω) such that

(∇w(·, t),∇φ) = ⟨∂tv, φ⟩H−1(Ω),H1
0 (Ω)(t) ∀φ ∈ H1

0 (Ω).

Then ∥∂tv∥H−1(Ω)(t) = ∥∇w(·, t)∥ by Theorem 7.3.1, and, consequently, ∥w∥X = ∥∂tv∥X′ .
This also leads to the following useful characterization of the norm ∥∂tv∥X′ :

∥∂tv∥X′ = sup
φ∈X, ∥φ∥X=1

∫ T

0
⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω)(t) dt. (11.13)

Similarly as, for example, in the advection–reaction–diffusion equation, Theorem 9.4.1, we
have the following crucial equivalence result:
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Theorem 11.5.1 (Equivalence of the ∥·∥Y norm and of a dual norm). Let v ∈ Y . Then

∥v∥Y ≤ 3 sup
φ∈X, ∥φ∥X=1

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)}(t) dt+ 21/2∥v(·, 0)∥, (11.14a)

sup
φ∈X, ∥φ∥X=1

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)}(t) dt ≤ ∥v∥Y . (11.14b)

Proof. We start by (11.14a). Since v is in Y , there holds (see, e.g., [56, Theorem 5.9.3])

1
2∥v(·, T )∥2 = 1

2∥v(·, 0)∥2 +
∫ T

0
⟨∂tv, v⟩H−1(Ω),H1

0 (Ω)(t) dt.

As a result,

∥v∥2X ≤ 1
2∥v(·, T )∥2 + ∥v∥2X

= 1
2∥v(·, 0)∥2 +

∫ T

0
{⟨∂tv, v⟩H−1(Ω),H1

0 (Ω) + (∇v,∇v)}(t) dt.

Passing to the supremum gives

∥v∥2X ≤ sup
φ∈X, ∥φ∥X=1

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)}(t) dt∥v∥X + 1
2∥v(·, 0)∥2.

Since x2 ≤ ax+ b2 implies x ≤ a+ b for non-negative a and b, it is inferred that

∥v∥X ≤ sup
φ∈X, ∥φ∥X=1

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)}(t) dt+ 2−1/2∥v(·, 0)∥.

Let now φ ∈ X with ∥φ∥X = 1 and observe that∫ T

0
⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω)(t) dt =

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)− (∇v,∇φ)}(t) dt,

whence, from (11.13),

∥∂tv∥X′ ≤ sup
φ∈X, ∥φ∥X=1

∫ T

0
{⟨∂tv, φ⟩H−1(Ω),H1

0 (Ω) + (∇v,∇φ)}(t) dt+ ∥v∥X ,

so that (11.14a) follows.
As for (11.14b), it is an immediate consequence of the definitions (11.12) and (11.13).

Let us now, as in Chapters 7 and 9, define the residual of a function vhτ ∈ Y :

Definition 11.5.2 (Residual). Let vhτ ∈ Y . Then R(vhτ ) ∈ X ′ is defined by

⟨R(vhτ ), φ⟩X′,X :=

∫ T

0
{(f, φ)−⟨∂tvhτ , φ⟩H−1(Ω),H1

0 (Ω)−(∇vhτ ,∇φ)}(t) dt φ ∈ X. (11.15)

Again the weak formulation (11.3) implies that the residual is zero if and only if the function
vhτ equals to the weak solution u, provided vhτ satisfies the initial condition. More precisely,
Theorem 11.5.1 implies the following important corollary, compare again with Theorem 7.7.2:
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Corollary 11.5.3 (Equivalence between the Y and dual residual norms). Let u be the weak
solution given by Definition 11.1.1. Let vhτ ∈ Y be arbitrary. Then

∥u− vhτ∥Y ≤ 3∥R(vhτ )∥X′ + 2
1
2 ∥(u− vhτ )(·, 0)∥, (11.16a)

∥R(vhτ )∥X′ ≤ ∥u− vhτ∥Y , (11.16b)

Proof. The dual norm of the residual is given by

∥R(vhτ )∥X′ := sup
φ∈X, ∥φ∥X=1

⟨R(vhτ ), φ⟩X′,X . (11.17)

By (11.3), we have

⟨R(vhτ ), φ⟩X′,X =

∫ T

0
{⟨∂t(u− vhτ ), φ⟩H−1(Ω),H1

0 (Ω) + (∇(u− vhτ ),∇φ)}(t) dt.

Thus, it is enough to take v = u− vhτ in Theorem 11.5.1.

Thus, as in Theorem 7.7.2 and Corollary 9.4.3, we still have the equivalence of the norm
∥u− vhτ∥Y with the dual norm of the residual R(vhτ ), up to the error in the initial data.

11.6 A general a posteriori error estimate

We state here our main upper bound result for the heat equation. In order to, as usual, proceed
generally, we assume:

Assumption 11.6.1 (Potential and flux reconstructions for (11.1a)–(11.1c)). We suppose
that shτ is a potential reconstruction in the sense of Definition 11.4.1 and σhτ an equilibrated
flux reconstruction in the sense of Definition 11.4.2.

For u − uhτ , which is not in Y in general (cf. (11.7) and Remark 11.3.2), extend the
definition (11.12), where the gradient is understood in the broken sense (cf. Definition 4.3.1).
Then ∥u− uhτ∥Y is a seminorm only in general. We have:

Theorem 11.6.2 (A general a posteriori error estimate for (11.1a)–(11.1c)). Let u be the
weak solution given by Definition 11.1.1. Let uhτ be an arbitrary function satisfying (11.7).
Let Assumption 11.6.1 be satisfied. Let finally 1 ≤ n ≤ N and K ∈ T n

h and define the residual
estimator by

ηnR,K := CP,KhK∥fn − ∂nt shτ −∇·σnh∥K , (11.18)

the flux estimator by

ηnF,K(t) := ∥∇shτ (t) + σnh∥K , (11.19)

the nonconformity estimators by

ηnNC,1,K(t) := ∥∇(shτ − uhτ )(t)∥K , (11.20a)

ηnNC,2,K := CP,KhK∥∂nt (shτ − uhτ )∥K , (11.20b)

and the initial condition estimator by

ηIC := 2
1
2 ∥shτ (·, 0)− u0∥. (11.21)
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Then

∥u− uhτ∥Y ≤ 3


N∑
n=1

∫
In

∑
K∈T n

h

(ηnR,K + ηnF,K(t))2 dt


1
2

+ ηIC

+


N∑
n=1

∫
In

∑
K∈T n

h

(ηnNC,1,K)2(t) dt


1
2

+


N∑
n=1

τn
∑
K∈T n

h

(ηnNC,2,K)2


1
2

.

In order to prove Theorem 11.6.2, we proceed in three steps.

Lemma 11.6.3 (Abstract ∥·∥Y -norm error estimate). Let shτ be as in Assumption 11.6.1.
Then

∥u− uhτ∥Y ≤ ∥shτ − uhτ∥Y + 3∥R(shτ )∥X′ + 2
1
2 ∥shτ (·, 0)− u0∥. (11.22)

Proof. By the triangle inequality and (11.16a).

The dual norm ∥R(shτ )∥X′ in the abstract error estimate (11.22) is not easily computable.
We are now going to infer a computable upper bound for this quantity, introducing the flux
reconstruction σhτ and making use of Assumption 11.6.1.

Lemma 11.6.4 (Computable upper bound on ∥R(shτ )∥X′). Let Assumption 11.6.1 hold.
Then

∥R(shτ )∥X′ ≤


N∑
n=1

∫
In

∑
K∈T n

h

(ηnR,K + ηnF,K(t))2 dt


1
2

.

Proof. Let φ ∈ X with ∥φ∥X = 1. Then, using the definition (11.15), noting that ∂tshτ ∈
L2(0, T ;L2(Ω)), adding and subtracting (σhτ ,∇φ) in the integrand for a.e. t ∈ (0, T ), and
using the Green theorem (Theorem 4.2.5) yields

⟨R(shτ ), φ⟩X′,X =

∫ T

0
{(f − ∂tshτ −∇·σhτ , φ)− (∇shτ + σhτ ,∇φ)}(t) dt

=: T1 + T2.

Owing to Assumption 11.6.1, there holds shτ ∈ P 1
τ (H

1
0 (Ω)) and σhτ ∈ P 0

τ (H(div,Ω)), so that

T1 =
N∑
n=1

∫
In

(fn − ∂nt shτ −∇·σnh , φ(t)) dt.

For all 1 ≤ n ≤ N , owing to (11.9b) and (11.10b),

(fn − ∂nt shτ −∇·σnh , 1)K = 0 ∀K ∈ T n
h .

Hence, for a.e. t ∈ In,

(fn − ∂nt shτ −∇·σnh , φ(t)) = (fn − ∂nt shτ −∇·σnh , φ(t)− φK(t))

≤
∑
K∈T n

h

CP,KhK∥fn − ∂nt shτ −∇·σnh∥K∥∇φ∥K(t),
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where we have used the Poincaré inequality (4.20) on each K ∈ T n
h . Moreover,

T2 ≤
N∑
n=1

∫
In

∑
K∈T n

h

∥∇shτ (t) + σnh∥K∥∇φ∥K(t) dt.

Collecting the above estimates yields using the Cauchy–Schwarz inequality

|T1 + T2| ≤


N∑
n=1

∫
In

∑
K∈T n

h

(ηnR,K + ηnF,K(t))2 dt


1
2

,

which concludes the proof.

Owing to the definition (11.21) of ηIC, the last step is to derive a computable upper bound
on ∥shτ − uhτ∥Y .

Lemma 11.6.5 (Computable upper bound on ∥shτ − uhτ∥Y ). Let Assumption 11.6.1 hold.
Then,

∥shτ − uhτ∥Y ≤


N∑
n=1

∫
In

∑
K∈T n

h

(ηnNC,1,K)2(t) dt


1
2

+


N∑
n=1

τn
∑
K∈T n

h

(ηnNC,2,K)2


1
2

.

Proof. It follows from the definition of the energy norm (11.11) that

∥shτ − uhτ∥X =


N∑
n=1

∫
In

∑
K∈T n

h

(ηnNC,1,K)2(t) dt


1
2

.

Let now φ ∈ X with ∥φ∥X = 1. Observe that since both shτ and uhτ are piecewise affine and
continuous in time,

⟨∂t(shτ − uhτ ), φ⟩X′,X =
N∑
n=1

∫
In

(∂nt (shτ − uhτ ), φ(t)) dt.

For all 1 ≤ n ≤ N , it is inferred from (11.9b) that the quantity ∂nt (shτ − uhτ ) has zero mean
on each element K ∈ T n

h . Hence, using the Poincaré inequality (4.20) yields

⟨∂t(shτ − uhτ ), φ⟩X′,X =

N∑
n=1

∫
In

(∂nt (shτ − uhτ ), φ(t)− φK(t)) dt

≤
N∑
n=1

∫
In

∑
K∈T n

h

ηnNC,2,K∥∇φ∥K(t) dt,

whence the desired estimate is inferred using the Cauchy–Schwarz inequality.
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11.7 Application to classical discretization methods and effi-
ciency

As in Chapter 7, the estimate of Theorem 11.6.2 can be used for many numerical methods
upon specifying the potential and flux reconstructions shτ and σhτ . Similarly to Section 7.11
in Chapter 7, efficiency can then be shown. The efficiency is local in time but only global in
space, owing to the global-in-space nature of the norm ∥·∥Y , see (11.12). Most importantly,
the efficiency is robust with respect to the final time; in other words, the overestimation of the
error by our estimates does not depend on the final simulation time T . We refer for details
to [51].

11.8 Numerical examples

We give here some illustrative examples of the performance of the above estimates. The
vertex-centered finite volume method (cf. Section 8.3.7) has been employed.

In Figures 11.1 and 11.2, we compare the estimated and actual ∥u − uhτ∥Y errors for
two different final simulation times: T = 1.5 and T = 3. One should in particular notice
that the overall error and estimates increase significantly when doubling the simulation time.
Contrarily, the effectivity indices stay almost unchanged, which is the numerical evidence of
the robustness (property iv) of Section 1.4) with respect to the final simulation time. The
asymptotic exactness is neither achieved nor approached here, as the effectivity indices take
the value of around 5.5.

For illustration, we also show the performance of the a posteriori error estimates for an un-
steady advection–diffusion–reaction extension of (11.1a)–(11.1c), representing the propagation
of a concentration plume in the underground (cf. Example 1.1.3). In Figure 11.3, we see that
we can predict the spatial error distribution on a given time level, as for steady problems in
Sections 7.14 and 8.4. In Figure 11.4, we then illustrate the effect of adaptive mesh refinement:
it is enough to refine the mesh locally and move it adaptively following the plume in order to
attain a considerably better resolution (note the difference in the scales of the two pictures).
We refer to [64] for the details.

Altogether, efficiency with precision attainment in the sense of the properties 1. – 2. of the
Introduction can be achieved also for model unsteady problems.
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Figure 11.1: Estimated and actual ∥u− uhτ∥Y error and corresponding effectivity index, final
time T = 1.5
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Figure 11.2: Estimated and actual ∥u− uhτ∥Y error and corresponding effectivity index, final
time T = 3

Figure 11.3: Estimated (left) and actual (right) energy error distribution for an unsteady
advection–diffusion–reaction problem
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Figure 11.4: Examples of simulated concentration plumes based on space–time adaptivity, two
(left) and four (right) levels of refinement maximum



Chapter 12

The nonlinear Laplace equation

We take here a brief look on the nonlinear problem (1.6a)–(1.6b). Recall the definition (1.5)
of the nonlinear function σ(∇u) and let q be the dual exponent of p given by the relation
1
p +

1
q = 1. The nonlinear Laplace equation reads: for f ∈ Lq(Ω), find u such that

−∇·σ(∇u) = f in Ω, (12.1a)

u = 0 on ∂Ω. (12.1b)

12.1 Variational formulation

The definition of the weak solution relies on the Sobolev space W 1,p
0 (Ω), see [2, 9]:

Definition 12.1.1 (Variational formulation of (12.1a)–(12.1b)). Find u ∈W 1,p
0 (Ω) such that

(σ(∇u),∇v) = (f, v) ∀v ∈W 1,p
0 (Ω). (12.2)

Also in this nonlinear case, we make the following definition:

Definition 12.1.2 (Flux). Let u be the solution of (12.2). Set

σ := −σ(∇u). (12.3)

We will call σ the flux.

Introducing the equivalent of the space H(div,Ω) of Definition 4.2.2 in the [Lq(Ω)]d setting,
Hq(div,Ω) := {v ∈ [Lq(Ω)]d; ∇·v ∈ Lq(Ω)}, where the divergence is to be taken in the weak
sense, we have the following result:

Theorem 12.1.3 (Properties of the weak solution of (12.1a)–(12.1b)). Let u be the solution
of (12.2). Let σ be given by (12.3). Then

u ∈W 1,p
0 (Ω), σ ∈ Hq(div,Ω), ∇·σ = f.

The proof of this result follows exactly the same path as that of Theorem 7.1.3.
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12.2 Approximate solution

We will once again suppose a general approximate solution uh. For the sake of simplicity, we,
however, suppose in this chapter that uh is conforming, i.e.,

uh ∈W 1,p
0 (Ω). (12.4)

In analogy with the previous chapters, we set:

Definition 12.2.1 (Approximate flux). Let uh be the approximate solution, cf. (12.4). Then

−σ(∇uh) (12.5)

will be called the approximate flux.

The following remark should be once again compared to Theorem 12.1.3:

Remark 12.2.2 (Properties of the approximate solution uh of (12.4)). Let uh be the approx-
imate solution, cf. (12.4). Then

−σ(∇uh) ̸∈ Hq(div,Ω), ∇·(−σ(∇uh)) ̸= f in general.

12.3 Flux reconstruction

Taking into account that we suppose in this chapter for simplicity that uh ∈W 1,p
0 (Ω), we are

led to only introduce an equilibrated flux reconstruction σh:

Definition 12.3.1 (Equilibrated flux reconstruction). We will call the equilibrated flux re-
construction any function σh constructed from uh which satisfies

σh ∈ Hq(div,Ω), (12.6a)

(∇·σh, 1)K = (f, 1)K ∀K ∈ Th. (12.6b)

12.4 Dual flux norm, the dual norm of the residual

Define also here the residual:

Definition 12.4.1 (Residual). Let vh ∈W 1,p
0 (Ω). Then the residual of vh, R(vh) ∈W 1,p

0 (Ω)
′
,

is defined by

⟨R(vh), φ⟩W 1,p
0 (Ω)

′
,W 1,p

0 (Ω)
:= (f, φ)− (σ(∇vh),∇φ) φ ∈W 1,p

0 (Ω). (12.7)

It appears advantageous in this nonlinear case to measure the distance between the exact
solution u and vh ∈W 1,p

0 (Ω) directly by the dual norm of the residual

∥R(vh)∥W 1,p
0 (Ω)

′ := sup
φ∈W 1,p

0 (Ω); ∥∇φ∥p=1

⟨R(vh), φ⟩W 1,p
0 (Ω)

′
,W 1,p

0 (Ω)
. (12.8)

Using (12.2), we also have

∥R(vh)∥W 1,p
0 (Ω)

′ = sup
φ∈W 1,p

0 (Ω); ∥∇φ∥p=1

(σ(∇u)− σ(∇vh),∇φ), (12.9)

so that ∥R(vh)∥W 1,p
0 (Ω)

′ is also a dual norm for the difference of the fluxes σ(∇u) − σ(∇vh).
Remark that (12.9) takes precisely the form (7.8) (with v = u − vh) known from the linear
case. Whereas the equality (7.22) holds in the linear case, ∥R(vh)∥W 1,p

0 (Ω)
′ is not equal to

∥∇(u− vh)∥p in the nonlinear one.
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12.5 A general a posteriori error estimate

In order to state our a posteriori error estimate, we will need the following W 1,p
0 (Ω)-equivalent

of the Poincaré inequality (4.20):

∥φ− φK∥p,K ≤ CP,p,KhK∥∇φ∥p,K ∀φ ∈W 1,p(K). (12.10)

Here, owing to the convexity of simplices, CP,p,K = π
− 2

pd
1
2
− 1

p for p ≥ 2, see Verfürth [94], and

CP,p,K = p
1
p 2

(p−1)
p for all p ∈ (1,+∞), see Chua and Wheeden [32].

In the following, we shall as usual assume:

Assumption 12.5.1 (Flux reconstruction for (12.1a)–(12.1b)). We suppose that σh is an
equilibrated flux reconstruction in the sense of Definition 12.3.1.

Our general upper bound result is:

Theorem 12.5.2 (A general a posteriori error estimate for (12.1a)–(12.1b)). Let u be the
weak solution given by Definition 12.1.1. Let uh be an arbitrary function satisfying (12.4). Let
finally Assumption 12.5.1 be satisfied. For any K ∈ Th, define the residual estimator by

ηR,K := CP,p,KhK∥f −∇·σh∥q,K , (12.11)

where CP,p,K is the constant from (12.10), and the flux estimator by

ηF,K := ∥σ(∇uh) + σh∥q,K . (12.12)

Then

∥R(uh)∥W 1,p
0 (Ω)

′ ≤

∑
K∈Th

(ηF,K + ηR,K)q


1
q

. (12.13)

Proof. Consider a fixed φ ∈ W 1,p
0 (Ω) with ∥∇φ∥p = 1 in (12.7), with vh = uh. Adding

and subtracting (σh,∇φ) and using the Green theorem (σh,∇φ) = −(∇·σh, φ) (this is an
equivalent of Theorem 4.2.5 on W 1,p

0 (Ω)×Hq(div,Ω)), we have

⟨R(uh), φ⟩W 1,p
0 (Ω)

′
,W 1,p

0 (Ω)
= (f −∇·σh, φ)− (σ(∇uh) + σh,∇φ).

The Hölder inequality gives

−(σ(∇uh) + σh,∇φ) ≤
∑
K∈Th

ηF,K∥∇φ∥p,K ,

and the approximate equilibrium property (12.6b), the generalized Poincaré inequality (12.10),
and the Hölder inequality give

(f −∇·σh, φ) =
∑
K∈Th

(f −∇·σh, φ)K =
∑
K∈Th

(f −∇·σh, φ− φK)K

≤
∑
K∈Th

CP,p,KhK∥f −∇·σh∥q,K∥∇φ∥p,K =
∑
K∈Th

ηR,K∥∇φ∥p,K .

Combining these results while using the Hölder inequality and ∥∇φ∥p = 1,

⟨R(uh), φ⟩W 1,p
0 (Ω)

′
,W 1,p

0 (Ω)
≤
∑
K∈Th

(ηF,K + ηR,K)∥∇φ∥p,K ≤

∑
K∈Th

(ηF,K + ηR,K)q


1
q

,

which concludes the proof in view of the definition (12.8) of the dual norm of the residual
∥R(uh)∥W 1,p

0 (Ω)
′ .
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Figure 12.1: Estimated and actual dual errors and corresponding effectivity indices, nonlinear
Laplace equation, p = 1.4

12.6 Application to classical discretization methods, efficiency,
and robustness

As in Chapter 7, the estimate of Theorem 12.5.2 can be used for many numerical methods
upon specifying the flux reconstruction σh. Efficiency can then be shown: it is global only for
the (global) norm ∥R(uh)∥W 1,p

0 (Ω)
′ of (12.8). A local efficiency result can also be obtained. It

holds true for the following upper bound on ∥R(uh)∥W 1,p
0 (Ω)

′ :

∥R(uh)∥W 1,p
0 (Ω)

′ ≤ ∥σ(∇u)− σ(∇uh)∥q. (12.14)

Most importantly, these efficiencies are robust with respect to the nonlinear function a in (1.5)
and with respect to the exponent p; property iv) of Section 1.4 is satisfied. This means that
the overestimation of the error by our estimates and thus their quality does not depend on the
size of the nonlinearity. We refer for details to [46].

12.7 Numerical examples

We give here a couple of examples of the performance of the above estimates. The finite
element method (cf. Section 7.13.1), equivalent in the present case to the vertex-centered
finite volume one (cf. Section 8.3.7), has been used in order to discretize (12.2) with a of (1.5)
given as a(x) = xp−2.

We first illustrate the robustness with respect to the nonlinearity (exponent p). In Fig-
ures 12.1 and 12.2, we plot the upper bound (12.14) and the lower bound

∥R(uh)∥W 1,p
0 (Ω)

′ ≥ |(σ(∇u)− σ(∇uh),∇(u− uh))|
∥∇(u− uh)∥p

(12.15)

on the dual norm of the residual ∥R(uh)∥W 1,p
0 (Ω)

′ of (12.8), the estimates of Theorem 12.5.2,

and the corresponding effectivity indices. The effectivity index for ∥R(uh)∥W 1,p
0 (Ω)

′ , lying

between these two, is thus independent of p, as predicted by the robustness efficiency result.
Moreover, they are quite close to the optimal value of 1, i.e., to the asymptotic exactness
(property iii) of Section 1.4).
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Figure 12.2: Estimated and actual dual errors and corresponding effectivity indices, nonlinear
Laplace equation, p = 3
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Figure 12.3: Estimated (left) and actual (right) error distribution, nonlinear Laplace equation

We next consider a test case with a singular solution. We show in the left part of Figure 12.3
the estimated error distribution for the dual volumes around each vertex, and in the right part
of Figure 12.3 the exact error distribution, or, more precisely, its upper bound (12.14) (the
values ∥σ(∇u)−σ(∇uh)∥q,D for each dual volume D). We see that the two plots match nicely,
which is a numerical evidence of the local efficiency. Our estimates obviously represent a very
good prediction of the [Lq(Ω)]d-norm difference of the exact and approximate flux. Adaptive
mesh refinement has been used in Figure 12.3 and allows for the resolution of the singularity
residing in the reentrant corner.

Finally, Figure 12.4 shows that using this adaptive refinement strategy, much higher preci-
sion can be achieved for the given number of unknowns. As in the linear case, see Sections 7.14
and 8.4, the error decreases much faster (optimally in the function of number of unknowns) in
the adaptive refinement, whereas in the uniform refinement, we can only achieve the decrease
of the error given by the regularity of the weak solution. We refer for more details to [46].

Altogether, efficiency with precision attainment in the sense of the properties 1. – 2. of the
Introduction can be achieved also for the nonlinear Laplace equation.
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Chapter 13

Stopping criteria for linear and
nonlinear solvers and balancing
different error components

A typical numerical simulation includes many sources of the error. Consequently, the overall
error is composed of many error components. So far, in Chapters 7–12, we have focused on
the discretization error, related to the numerical scheme chosen and the mesh Th. We now
discuss other error components usually present in a numerical simulation and show how to
identify them by a posteriori error estimates. Such a knowledge reveals in particular crucial
for deriving optimal stopping criteria for various iterative algorithms and for balancing error
components such as the spatial and temporal ones.

13.1 Algebraic error and stopping criteria for iterative alge-
braic solvers

In the numerical approximation of all the model problems of Chapters 7–12, there arise systems
of linear algebraic equations. In order to obtain an approximate solution, these systems need to
be solved. So far, we have supposed that these systems have been solved exactly. This is in our
setting related to the fact that we have supposed the flux reconstructions to be equilibrated,
satisfying exactly (7.21b)/(9.6b)/(10.8b)/(11.10b)/(12.6b).

In [65], a posteriori error estimates enabling to take into account the error stemming from
the fact that a linear system is not solved exactly were derived. More precisely, two components
of the error, the discretization error and the algebraic error were distinguished. Then, for an
iterative algebraic solver, a reasonable stopping criterion is to cease the iterations whenever the
algebraic error does not contribute significantly to the overall error. The major idea, see also
Becker et al. [18], Patera and Rønquist [77], Arioli et al. [11], or Picasso [80], is explained on
the example of Figure 13.1.

In this figure, we consider the problem (8.72a)–(8.72b) for two different tensors K dis-
cretized by the cell-centered finite volume method (cf. Section 8.3.6). The mesh Th is fixed
and we plot the evolution of the energy error as a function of the number of iterations of the
preconditioned conjugate gradients iterative solver. The behavior is characteristic: in first cca
23 iterations, the overall error decreases, but it stagnates for all successive iterations. At the

beginning (we start from a zero initial vector), the algebraic error (estimated by η
(3)
AE) domi-

nates. Then the algebraic error gets small in comparison with the discretization one (estimated
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Figure 13.1: Energy error, overall estimators, and the algebraic and discretization estimators
as a function of the number of iterations of the conjugate gradients iterative solver, prob-
lem (8.72a)–(8.72b)
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Figure 13.2: Effectivity indices for a posteriori error estimates including the algebraic error

by ηNC), and the overall error stagnates, as the discretization error becomes dominant.

The stopping criterion that we advocate roughly says that we should cease the algebraic

solver iteration when the curves of ηNC and η
(3)
AE in Figure 13.1 cross. An important number

of the algebraic solver iterations, where the overall error does not improve anymore and where
the CPU time is literally wasted, may be sparred. In Figure 13.1, we also plot two different

overall error estimators (ηNC + η
(3)
AE and ηNC + η̂

(2)
AE) showing our final error estimate including

the algebraic error. The corresponding effectivity indices are reported in Figure 13.2. We see
that also in presence of the algebraic error, they are nicely close to the optimal value of one,
so that we are close to the asymptotic exactness.

We present in Section 13.3 below a way how to prove such type of results, in a larger
context of an inexact Newton method.
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Figure 13.3: [Lq(Ω)]d-error of the fluxes, overall estimator, and the linearization and discretiza-
tion estimators as a function of the number of iterations of the Newton iterative solver, the
nonlinear Laplacian, p = 10 (left), p = 50 (right)

13.2 Linearization error and stopping criteria for iterative lin-
earization solvers

One particularity of the nonlinear case of Chapter 12 is that in numerical approximations, some
kind of iterative linearization, like the fixed-point or Newton ones, is usually employed. Then
one is not only interested in the overall error between u and uh, but also in the linearization
error, as a second error component in addition to the discretization error. A natural stopping
criterion for iterative linearization is to cease the iterations whenever the linearization error
does not contribute significantly to the overall error. The major idea, see also Han [62] or
Chaillou and Suri [30, 31], is explained on the example of Figure 13.3 from [46].

In this figure, we plot the evolution of the error as a function of the number of iterations
of the Newton iterative nonlinear solver for the model problem (12.1a)–(12.1b) discretized by
the finite element (vertex-centered finite volume) method, cf. Section 12.7. The behavior is
characteristic: in first cca 5 iterations, the error decreases, but it stagnates for all successive
iterations. At the beginning, the linearization error dominates. Then, however, the lineariza-
tion error gets small in comparison with the discretization one, and the overall error stagnates,
as the discretization error becomes dominant.

The stopping criterion that we advocate roughly says that we should stop the linearization
solver iteration when the curves of the discretization error estimator and linearization error
estimator in Figure 13.3 cross. An important number of the linearization solver iterations,
where the overall error does not improve anymore and where the CPU time is literally wasted,
may be sparred, which is evident from Figure 13.3.

We present in the following section a way how to prove such type of results, in a larger
context of an inexact Newton method.

13.3 An adaptive inexact Newton method

We consider here the nonlinear Laplace equation (12.1a)–(12.1b) of Chapter 12. We show how
to simultaneously take into account the linearization and algebraic errors and derive stopping
criteria for iterative linearizations and iterative algebraic solvers.
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Suppose that some numerical method has been applied to the discretization of (12.1a)–
(12.1b). This gives rise to a system of nonlinear algebraic equations written in the form: find a
vector U ∈ RN such that

A(U) = F, (13.1)

where A : RN → RN is a discrete nonlinear operator and F ∈ RN a given vector. We will do
our presentation in the framework of an adaptive inexact form of the Newton method proposed
in [53]. Here ηk,idisc, η

k,i
lin , η

k,i
alg, and ηk,irem are estimators discussed subsequently and γrem, γalg,

and γlin are positive user-given weights, typically of order 0.1.

Algorithm 13.3.1 (Adaptive inexact Newton method).

1. Choose an initial vector U0 ∈ RN . Set k := 1.

2. From Uk−1, define a matrix Ak ∈ RN,N and a vector F k ∈ RN . Consider the following
system of linear algebraic equations:

AkUk = F k. (13.2)

3. (a) Define Uk,0 := Uk−1 and set i := 1.

(b) Perform a step of a chosen iterative linear solver for the solution of the linear
system (13.2), starting from the vector Uk,i−1. This yields an approximation Uk,i

to Uk which satisfies
AkUk,i = F k −Rk,i, (13.3)

where Rk,i ∈ RN is the algebraic residual vector on step i.

(c) Perform ν > 0 additional steps of the iterative linear solver yielding an approxima-
tion Uk,i+ν to Uk which satisfies

AkUk,i+ν = F k −Rk,i+ν , (13.4)

where Rk,i+ν ∈ RN is the algebraic residual vector on step i+ ν. The parameter ν
is progressively increased until

ηk,irem ≤ γremmax
{
ηk,idisc, η

k,i
lin , η

k,i
alg

}
. (13.5)

(d) Check the stopping criterion for the linear solver in the form

ηk,ialg ≤ γalg max
{
ηk,idisc, η

k,i
lin

}
. (13.6)

If satisfied, set Uk := Uk,i. If not, set i := i+ ν and go back to step 3b.

4. Check the stopping criterion for the nonlinear solver in the form

ηk,ilin ≤ γlinη
k,i
disc. (13.7)

If satisfied, finish. If not, set k := k + 1 and go back to step 2.

As usual, we rely on an equilibrated flux reconstruction. Weakening (12.6b) from Defini-
tion 12.3.1, we are lead to suppose

σk,ih ∈ Hq(div,Ω), (13.8a)

(∇·σk,ih , 1)K = (f − ρk,ih , 1)K ∀K ∈ Th, (13.8b)
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where ρk,ih is a small enough (in the sense of (13.5), see below) piecewise polynomial function

called algebraic remainder. Our key idea is to decompose σk,ih in the following way, where dk,ih
is meant to approximate the discretization flux, lk,ih represents the linearization error, and ak,ih
the algebraic error.

Assumption 13.3.2 (Discretization, linearization error, and algebraic error fluxes). There

exist fluxes dk,ih , lk,ih ,ak,ih ∈ [Lq(Ω)]d such that

(i) dk,ih + lk,ih + ak,ih = σk,ih ;

(ii) as the linear solver converges, ∥ak,ih ∥q → 0;

(iii) as the nonlinear solver converges, ∥lk,ih ∥q → 0.

Theorem 12.5.2, the triangle inequality, and the W 1,p
0 (Ω)-version of the Friedrichs inequal-

ity (4.21) then give:

Theorem 13.3.3 (An a posteriori error estimate for (12.1a)–(12.1b) distinguishing the dis-
cretization, linearization, and algebraic error components). Let u be the weak solution given by

Definition 12.1.1. Let uk,ih ∈ W 1,p
0 (Ω) be an approximate solution associated with Uk,i on lin-

earization step k and algebraic step i of Algorithm 13.3.1. Let finally (13.8a)–(13.8b) together
with Assumption 13.3.2 be satisfied. For any K ∈ Th, define the discretization estimator by

ηk,idisc,K := CP,p,KhK∥f −∇·σk,ih − ρk,ih ∥q,K + ∥σ(∇uk,ih ) + dk,ih ∥q,K , (13.9)

the linearization estimator
ηk,ilin,K := ∥lk,ih ∥q,K , (13.10)

the algebraic estimator
ηk,ialg,K := ∥ak,ih ∥q,K , (13.11)

and the algebraic remainder estimator

ηk,irem,K := hΩ∥ρk,ih ∥q,K . (13.12)

Define global versions of these estimators as ηk,i· :=
{∑

K∈Th
(
ηk,i·,K

)q}1/q
. Then

∥R(uh)∥W 1,p
0 (Ω)

′ ≤ ηk,idisc + ηk,ilin + ηk,ialg + ηk,irem. (13.13)

Practically, one proceeds as follows. We first construct the flux (dk,ih + lk,ih ), in Hq(div,Ω),
using the given numerical scheme as in Section 7.13. We next repeat the same construction
on the algebraic solver step i+ ν of (13.4) and define

ak,ih := (dk,i+νh + lk,i+νh )− (dk,ih + lk,ih ), (13.14a)

ρk,ih := rk,i+νh , (13.14b)

where rk,i+νh is a piecewise polynomial constructed from the residual vector Rk,i+ν of (13.4).

Finally, the flux lk,ih is constructed from the given linearization. Concerning the efficiency and
robustness, the same comments as in Section 12.6 hold true here as well. We refer for this, all
the details, and extensions to nonconforming methods to [53].
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Figure 13.4: Error and estimators on uniformly refined meshes. Newton (left), inexact Newton
(middle), and adaptive inexact Newton (right)

We conclude this section by some numerical illustration. We consider (12.1a) with a(x) =
xp−2, p = 10, Ω := (0, 1) × (0, 1), and f := 2. In place of (12.1b), we prescribe the Dirichlet
boundary condition by the exact solution

u(x) = −p− 1

p
|x− (0.5, 0.5)|p/(p−1) +

p− 1

p

(1
2

)p/(p−1)
.

We employ the Crouzeix–Raviart nonconforming finite element method (cf. Section 7.13.2)
for the discretization, the Newton linearization, and the conjugate gradient algebraic solver
with diagonal preconditioning.

We compare three different stopping criteria in Algorithm 13.3.1, leading to three different
solution approaches:

� In the Full Newton (FN) method, both the nonlinear and linear solvers are iterated to

“almost” convergence. More precisely, we use the stopping criteria ηk,ialg ≤ 10−8 and

ηk,ilin ≤ 10−8. This is the classical approach.

� In the Inexact Newton (IN) method, the only difference with FN is that a fixed number
of preconditioned CG iterations is performed on each Newton linearization step. These
values were chosen respectively as 2, 3, 5, 8, 10, 15 on each level of uniform mesh refine-
ment. This approach typically reduces the computational requirements of the previous
one and is very popular in the engineering practice.

� Finally, in the Adaptive Inexact Newton (AIN) method of this section, we rely on the
stopping criteria (13.5), (13.6), and (13.7) with γrem = γalg = γlin = 0.3.

We start by Figure 13.4 which displays the curves of the overall error (∥σ(∇u)−σ(∇uk,ih )∥q
augmented by a jump seminorm), of the estimator of Theorem 12.5.2, and of the nonconformity
estimator as a function of the number of mesh faces. We observe that the three methods (FN,
IN, and AIN) almost do not differ for these quantities. Figure 13.4 also displays the curves

of the linearization estimator ηk,ilin and of the algebraic estimator ηk,ialg of Theorem 13.3.3. The
conceptual difference between the three methods lies in the size and behavior of these two
estimators: both take values below 10−8 for FN; ηk,ialg takes larger values for IN; both ηk,ialg

and ηk,ilin take larger values that are just sufficiently small so as not to influence the error and
estimators for AIN.

Figure 13.5 then focuses on the 6th level uniformly refined mesh and tracks the dependence
on the Newton iterations. Typically, the error and all the estimators except ηk,ilin start to
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Figure 13.5: Error and estimators as a function of Newton iterations, 6th level mesh. Newton
(left), inexact Newton (middle), and adaptive inexact Newton (right)
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Figure 13.6: Error and estimators as a function of preconditioned CG iterations, 6th level mesh.
Newton, 6th step (left), inexact Newton, 6th step (middle), and adaptive inexact Newton, 8th
step (right)

stagnate after the linearization error ceases to dominate. This is precisely the point where the
nonlinear iteration is stopped in AIN, whereas both FN and IN perform many unnecessary
additional iterations.

Figure 13.6 further analyzes the situation on one chosen Newton iteration from Figure 13.5.
We see that almost no decrease of the error can be observed during the almost 650 iterations of
the preconditioned CG method in the FN case. The fixed 15 CG iterations in the IN case are,
on the contrary, not completely sufficient to decrease significantly the error. In the adaptive
approach, just the sufficient, “online-decided” number of CG iterations is performed.

Figure 13.7 illustrates the overall performance of the three approaches. We can see that
the number of Newton iterations is smaller in the adaptive case than for FN, whereas it
is significantly higher for IN. On one Newton iteration (example for the 6th level refined
mesh), the number of CG iterations also varies significantly between the three approaches; in
particular, AIN picks up the number that is “just necessary.” The total number of necessary
CG iterations per refinement level is finally displayed in the right part of Figure 13.7. The
adaptive approach yields an economy by a factor of roughly 5 with respect to IN and roughly
30 with respect to FN in terms of total number of iterations.

To conclude, Figure 13.8 displays the distribution of the overall error estimator and of
the error on the 2nd level uniformly refined mesh for AIN. Even in presence of algebraic and
linearization errors, the overall error distribution is very well predicted.

More details on all the presented developments can be found in [53].
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Figure 13.7: Number of Newton iterations per refinement level (left), number of linear solver
iterations per Newton step on the 6th level mesh (middle), and total number of linear solver
iterations per refinement level (right)
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13.4 Balancing spatial and temporal errors

We now turn to unsteady problems. Similarly as in Sections 13.1 and 13.2, two main error
components may be identified herein: the spatial discretization error and the temporal dis-
cretization error. The first one is obviously connected to the spatial discretization scheme
chosen and the mesh elements sizes hK , whereas the second one to the temporal discretization
scheme chosen and the time steps τn.

In the heat equation setting of Chapter 11, error components identification can be achieved
via the triangle inequality in Theorem 11.6.2. Define, for all 1 ≤ n ≤ N ,

(ηnsp)
2 :=

∑
K∈T n

h

3

{
τn(9(ηnR,K + ηnF,1,K)2 + (ηnNC,2,K)2) +

∫
In

(ηnNC,1,K)2(t) dt

}
, (13.15)

(ηntm)
2 :=

∑
K∈T n

h

3τn∥∇(snh − sn−1
h )∥2K , (13.16)

where

ηnF,1,K := ∥∇snh + σnh∥K . (13.17)

We then have:
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Figure 13.9: Spatial estimators ηnsp and temporal estimators ηntm equilibrated, as a function of
the total number of space–time unknowns

Theorem 13.4.1 (Distinguishing the spatial and temporal errors for (11.1a)–(11.1c)). Under
the assumptions of Theorem 11.6.2, there holds

∥u− uhτ∥Y ≤
{

N∑
n=1

(ηnsp)
2

} 1
2

+

{
N∑
n=1

(ηntm)
2

} 1
2

+ ηIC.

The goal in an efficient numerical simulation is to achieve the equilibration of the spatial and
temporal error components,

ηnsp ≈ ηntm ∀1 ≤ n ≤ N, (13.18)

as well as the equilibration of the spatial error in all mesh elements,

ηnsp,K ≈ ηnsp,K′ ∀1 ≤ n ≤ N, ∀K,K ′ ∈ T n
h ,

where

ηnsp,K := ηnR,K + ηnF,1,K + ηnNC,2,K + ηnNC,1,K .

This can be achieved via adaptive choice of the time step and adaptive mesh refinement
through algorithms such as those presented in Picasso [79], Makridakis and Nochetto [73],
Verfürth [95], Bergam et al. [19], or [51, 64].

We present a quick illustration from [64] that the space–time error equilibration (13.18) is
indeed advantageous. Figure 13.9 presents a result of an adaptive calculation where (13.18)
is satisfied. In Figure 13.10, in contrast, we overrefine in time while choosing much finer time
steps, and in Figure 13.11, we overrefine in space while choosing much finer spatial meshes.
In the left parts of these figures, we can see that the spatial and temporal estimators are
now disequilibrated. Much worse precision for a given computational effort is now achieved in
comparison with the equilibrated case, as we can see in the right parts of the Figures 13.10
and 13.11.

13.5 A fully adaptive algorithm for unsteady nonlinear prob-
lems

We now finally summarize and generalize the developments of Sections 13.1–13.4.
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Figure 13.10: Spatial and temporal estimators for overrefinement in time (left) and comparison
of the corresponding energy error with the equilibrated case (right)
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Figure 13.11: Spatial and temporal estimators for overrefinement in space (left) and compari-
son of the corresponding energy error with the equilibrated case (right)

Many real-life problems are described by unsteady nonlinear problems. A numerical algo-
rithm for such a problem typically involves several iterative procedures; there is usually a loop
over time steps, a linearization iteration, and an algebraic solver iteration. For as efficient as
possible numerical algorithm, one should intend, at each moment of the calculation:

i) distinguish and estimate separately the different error components (error components
identification and separation);

ii) classify the error components into two groups: substantial error components (crucial for
the calculation, those errors which will always be present (e.g., spatial discretization
error, temporal discretization error)) and subsidiary error components (side for the cal-
culation, those errors which are in general made small or even zero for a sufficient number
of iterations (e.g., linearization error, linear algebraic solver error));

iii) stop the different iterative algorithms whenever the corresponding subsidiary errors drop
to the level at which they do not affect significantly the overall error (stopping criteria);

iv) adjust the calculation parameters (e.g., space meshes and time steps) such that the
substantial errors are equally distributed and of comparable size (error components equi-
libration).
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We have seen in Sections 13.3 and 13.4 how to achieve this in the context of the model
problems of Chapters 12 and 11, respectively. Extensions to (coupled) unsteady nonlinear
degenerate problems have recently been performed in [26] for the two-phase flow in porous
media and in [42] for the Stefan problem.

We end up these lecture notes by a citation from Baxter and Iserles [16, p. 273]: “The
purpose of computation is not to produce a solution with least error but to produce reliably,
robustly and affordably a solution which is within a user-specified tolerance.” Hopefully, an
attentive reader can now see that the a posteriori error estimates indeed enable to achieve
such a goal, or more precisely the efficiency with precision attainment in the sense of the prop-
erties 1. – 2. of the Introduction. Adaptive strategies satisfying properties i)–iv) appear
crucial in this respect.
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[64] Hilhorst, D., and Vohraĺık, M. A posteriori error estimates for combined finite
volume–finite element discretizations of reactive transport equations on nonmatching
grids. Comput. Methods Appl. Mech. Engrg. 200, 5-8 (2011), 597–613.
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