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#### Abstract

The contact between two membranes can be described by a system of variational inequalities, where the unknowns are the displacements of the membranes and the action of a membrane on the other one. A discretization of this system is proposed in Part 1 of this work, where the displacements are approximated by standard finite elements and the action by a local postprocessing which admits an equivalent mixed reformulation. Here, we perform the a posteriori analysis of this discretization and prove optimal error estimates. Next, we present numerical experiments that confirm the efficiency of the error indicators.


Résumé: Le contact entre deux membranes peut être décrit par un système d'inéquations variationelles, où les inconnues sont les déplacements des deux membranes et l'action d'une membrane sur l'autre. Une discrétisation de ce système est présentée dans la première partie de ce travail, où les déplacements sont approchés par des éléments finis usuels et l'action par un post-traitement local qui admet une reformulation mixte équivalente. Nous effectuons ici l'analyse a posteriori de cette discrétisation, qui mène à des estimations d'erreur optimales. Puis nous présentons des expériences numériques qui confirment l'efficacité des indicateurs d'erreur.

[^0]
## 1. Introduction.

We are interested in the discretization of the following system, set in a bounded connected open set $\omega$ in $\mathbb{R}^{2}$ with a Lipschitz-continuous boundary:

$$
\begin{cases}-\mu_{1} \Delta u_{1}-\lambda=f_{1} & \text { in } \omega,  \tag{1.1}\\ -\mu_{2} \Delta u_{2}+\lambda=f_{2} & \text { in } \omega, \\ u_{1}-u_{2} \geq 0, \quad \lambda \geq 0, \quad\left(u_{1}-u_{2}\right) \lambda=0 & \text { in } \omega \\ u_{1}=g & \text { on } \partial \omega \\ u_{2}=0 & \text { on } \partial \omega\end{cases}
$$

Indeed, such a system is a model for the contact between two membranes and can easily be derived from the fundamental laws of elasticity (more details are given in [4, §2]). In this model, the unknowns are the displacements $u_{1}$ and $u_{2}$ of the two membranes, and the Lagrange multiplier $\lambda$ which represents the action of the second membrane on the first one (equivalently, $-\lambda$ represents the action of the first membrane on the second one). The coefficients $\mu_{1}$ and $\mu_{2}$ are positive constants which represent the tensions of the membranes. The data are the external forces $f_{1}$ and $f_{2}$ and also the boundary datum $g$ : Indeed the boundary conditions in system (1.1) mean that the first membrane is fixed on $\partial \omega$ at the height $g$, where $g$ is a nonnegative function, and the second one is fixed at zero.

The analysis of problem (1.1) was first performed in [4, §3] in the case $g=0$ of homogeneous boundary conditions (which is simpler but less realistic) and extended to the general case in $[5, \S 2]$. In both situations, two variational problems are considered: A full system satisfied by the three unknowns, made of a variational equality and a variational inequality, and a reduced problem consisting of a variational inequality, where the unknowns are the displacements of the membranes. Relying on these formulations, we have proposed in [5] a discretization made in two steps. In a first step, we introduce a finite element discretization of the reduced problem, prove that the discrete problem is well-posed, and establish optimal a priori estimates under minimal regularity assumptions. The discretization of the full problem relies on the reduced discrete problem and can be seen as a local postprocessing. It requires the introduction of a dual mesh and can be interpreted as a finite volume scheme. The corresponding discrete problem is well-posed, and optimal a priori error estimates are also derived.

After the pioneering works [14] by Hlaváček, Haslinger, Nečas, and Lovíšek (see Theorem 4.2 in this book) and [1] by Ainsworth, Oden, and Lee, a huge amount of work has been performed on the a posteriori analysis of variational inequalities, see, e.g., [21] and [16] for an ellliptic inequality and [3], [12], [24] for an inequality which admits a mixed formulation. It can be noted that, in these last papers, the mixed problem couples a variational equality and an inequality. This analysis can be performed with non standard norms [16], involve the construction of different types of error indicators such as residual or hierarchical ones and also different types of discretizations [25].

A posteriori estimates relying on conforming fluxes and Prage and Synge type inequalities [18] are derived in [14], [20], and [21]; this has been extended to nonconforming fluxes in [6]. On the other hand, a way of handling the local nullity of the Laplace operator applied to piecewise affine functions is proposed in [15] and [23]; it relies on the introduction
of an auxiliary function representing the flux which can be considered as an interpolate of the gradient of the discrete displacement. By combining these two approaches, we introduce a family of error indicators which can be written as the sum of three terms: The first two ones are linked to the residual of the first two lines of system (1.1), while the third one deals with the equation $\left(u_{1}-u_{2}\right) \lambda=0$ in the third line (indeed, the nonnegativity of the two functions $u_{1}-u_{2}$ and $\lambda$ is preserved by our discrete solution). We have decided to perform the a posteriori analysis for the three unknowns, the displacements and the action together. We thus prove optimal a posteriori error estimates, where "optimal" means that both the upper and lower bounds of the error as a function of the indicators involve a constant independent of the discretization parameter; moreover this constant is equal to 1 for the upper bound. In particular the term linked to the complementarity equation that we derive is theoretically bounded and numerically negligible. Moreover, since the upper bounds for the indicators are local, we think that they are an efficient tool for mesh adaptivity.

Numerical experiments are performed in two cases: First for a given solution in order to verify the good convergence properties of the discretization, second for an unknown solution when working with a simple choice of the function $g$.
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An outline of the paper is as follows.

- In Section 2, we recall the variational formulations of system (1.1) and its well-posedness. Next, we describe the discrete problem that is proposed in [5, §3-4] and recall a priori error estimates.
- A posteriori error estimates for this discretization are established in Section 3.
- Numerical experiments are presented in Section 4.


## 2. Presentation of the continuous and discrete problems.

We consider the full scales of Sobolev spaces $H^{s}(\omega)$ and $H^{s}(\partial \omega), s \geq 0$, and, in order to take into account the nonnegativity of the boundary condition $g$, the cones defined by

$$
\begin{equation*}
H_{+}^{s}(\partial \omega)=\left\{k \in H^{s}(\partial \omega) ; k \geq 0 \text { a.e. in } \partial \omega\right\} . \tag{2.1}
\end{equation*}
$$

We also need the space $H_{0}^{1}(\omega)$ of functions in $H^{1}(\omega)$ which vanish on $\partial \omega$ and its dual space $H^{-1}(\omega)$. For any function $g$ in $H^{\frac{1}{2}}(\partial \omega)$, we define the space

$$
\begin{equation*}
H_{g}^{1}(\omega)=\left\{v \in H^{1}(\omega) ; v=g \text { on } \partial \omega\right\} . \tag{2.2}
\end{equation*}
$$

Next, we introduce the convex subset

$$
\begin{equation*}
\Lambda=\left\{\chi \in L^{2}(\omega) ; \chi \geq 0 \text { a.e. in } \omega\right\} . \tag{2.3}
\end{equation*}
$$

So we consider the following variational problem, for any data $\left(f_{1}, f_{2}\right)$ in $H^{-1}(\omega) \times$ $H^{-1}(\omega)$ and $g$ in $H_{+}^{\frac{1}{2}}(\partial \omega)$ :

Find $\left(u_{1}, u_{2}, \lambda\right)$ in $H_{g}^{1}(\omega) \times H_{0}^{1}(\omega) \times \Lambda$ such that

$$
\begin{align*}
\forall\left(v_{1}, v_{2}\right) \in H_{0}^{1}(\omega) \times H_{0}^{1}(\omega), \quad \sum_{i=1}^{2} \mu_{i} \int_{\omega} & \left(\operatorname{grad} u_{i}\right)(\boldsymbol{x}) \cdot\left(\boldsymbol{\operatorname { g r a d }} v_{i}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& -\int_{\omega} \lambda(\boldsymbol{x})\left(v_{1}-v_{2}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=\sum_{i=1}^{2}\left\langle f_{i}, v_{i}\right\rangle, \tag{2.4}
\end{align*}
$$

$$
\forall \chi \in \Lambda, \quad \int_{\omega}(\chi-\lambda)(\boldsymbol{x})\left(u_{1}-u_{2}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \geq 0
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $H^{-1}(\omega)$ and $H_{0}^{1}(\omega)$. It is readily checked [5, Prop. 1] that problems (1.1) and (2.4) are equivalent. We sum up the main results concerning this problem in the next proposition.
Proposition 2.1. For any data $\left(f_{1}, f_{2}\right)$ in $L^{2}(\omega) \times L^{2}(\omega)$ and $g$ in $H_{+}^{\frac{1}{2}}(\partial \omega)$, problem (2.4) has a unique solution $\left(u_{1}, u_{2}, \lambda\right)$ in $H_{g}^{1}(\omega) \times H_{0}^{1}(\omega) \times \Lambda$. Moreover, this solution satisfies

$$
\begin{equation*}
\left\|u_{1}\right\|_{H^{1}(\omega)}+\left\|u_{2}\right\|_{H^{1}(\omega)}+\|\lambda\|_{L^{2}(\omega)} \leq c\left(\left\|f_{1}\right\|_{L^{2}(\omega)}+\left\|f_{2}\right\|_{L^{2}(\omega)}+\|g\|_{H^{\frac{1}{2}}(\partial \omega)}\right), \tag{2.5}
\end{equation*}
$$

and is such that $\left(-\Delta u_{1},-\Delta u_{2}\right)$ belongs to $L^{2}(\omega) \times L^{2}(\omega)$.
As standard for mixed problems, we also introduce the convex set

$$
\begin{equation*}
\mathcal{K}_{g}=\left\{\left(v_{1}, v_{2}\right) \in H_{g}^{1}(\omega) \times H_{0}^{1}(\omega) ; v_{1}-v_{2} \geq 0 \text { a.e. in } \omega\right\}, \tag{2.6}
\end{equation*}
$$

(since $g$ is nonnegative, this last set is not empty) and consider the variational inequality without Lagrange multiplier (which is called reduced problem in what follows for brevity)

Find $\left(u_{1}, u_{2}\right)$ in $\mathcal{K}_{g}$ such that

$$
\begin{align*}
& \forall\left(v_{1}, v_{2}\right) \in \mathcal{K}_{g}, \quad \sum_{i=1}^{2} \mu_{i} \int_{\omega}\left(\operatorname{grad} u_{i}\right)(\boldsymbol{x}) \cdot\left(\boldsymbol{\operatorname { g r a d }}\left(v_{i}-u_{i}\right)\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{2.7}\\
& \geq \sum_{i=1}^{2}\left\langle f_{i}, v_{i}-u_{i}\right\rangle
\end{align*}
$$

Indeed, it can be checked that, for any solution $\left(u_{1}, u_{2}, \lambda\right)$ of problem (2.4), the pair ( $u_{1}, u_{2}$ ) is a solution of problem (2.7). So this problem also admits a solution, and its uniqueness is easily derived.

We first describe a discretization of problem (2.7). Assuming that $\omega$ is a polygon, let $\left(\mathcal{T}_{h}\right)_{h}$ be a regular family of triangulations of $\omega$ (by triangles), in the usual sense [8, §3.2] that:

- For each $h, \bar{\omega}$ is the union of all elements of $\mathcal{T}_{h}$;
- The intersection of two different elements of $\mathcal{T}_{h}$, if not empty, is a vertex or a whole edge of both of them;
- The ratio of the diameter $h_{K}$ of any element $K$ of $\mathcal{T}_{h}$ to the diameter of its inscribed circle is smaller than a constant $\sigma$ independent of $h$.
As usual, $h$ denotes the maximum of the diameters $h_{K}, K \in \mathcal{T}_{h}$. In what follows, $c, c^{\prime}, \ldots$, stand for generic constants which may vary from line to line but are always independent of $h$.

We use the discrete spaces given as

$$
\begin{equation*}
\mathbb{X}_{h}=\left\{v_{h} \in H^{1}(\omega) ; \forall K \in \mathcal{T}_{h},\left.v_{h}\right|_{K} \in \mathcal{P}_{1}(K)\right\}, \quad \mathbb{X}_{0 h}=\mathbb{X}_{h} \cap H_{0}^{1}(\omega) \tag{2.8}
\end{equation*}
$$

where $\mathcal{P}_{1}(K)$ denotes the space of restrictions to $K$ of affine functions.
Next, in order to take into account the nonhomogeneous boundary condition on $u_{1}$, we assume that the datum $g$ belongs to $H^{s+\frac{1}{2}}(\partial \omega)$ for some $s>0$. Thus, we define an approximation $g_{h}$ of $g$ by Lagrange interpolation: The function $g_{h}$ is affine on each edge $e$ of elements of $\mathcal{T}_{h}$ which is contained in $\partial \omega$ and equal to $g$ at each vertex of elements of $\mathcal{T}_{h}$ which belongs to $\partial \omega$. We introduce the affine space

$$
\begin{equation*}
\mathbb{X}_{g h}=\left\{v_{h} \in \mathbb{X}_{h} ; v_{h}=g_{h} \text { on } \partial \omega\right\}, \tag{2.9}
\end{equation*}
$$

together with the convex set

$$
\begin{equation*}
\mathcal{K}_{g h}=\left\{\left(v_{1 h}, v_{2 h}\right) \in \mathbb{X}_{g h} \times \mathbb{X}_{0 h} ; v_{1 h}-v_{2 h} \geq 0 \text { in } \omega\right\} . \tag{2.10}
\end{equation*}
$$

Finally, we consider an approximation $f_{i h}$ of each function $f_{i}$ in the space

$$
\begin{equation*}
\mathbb{F}_{h}=\left\{f_{h} \in L^{2}(\omega) ; \forall K \in \mathcal{T}_{h},\left.f_{h}\right|_{K} \in \mathcal{P}_{0}(K)\right\} \tag{2.11}
\end{equation*}
$$

where $\mathcal{P}_{0}(K)$ is the space of restrictions to $K$ of constant functions. More precisely, for each triangle $K$ in $\mathcal{T}_{h},\left.f_{i h}\right|_{K}$ is equal to the mean value of $f_{i}$ on $K$.

The reduced discrete problem is now derived from problem (2.7) by the Galerkin method. It reads:

Find $\left(u_{1 h}, u_{2 h}\right)$ in $\mathcal{K}_{g h}$ such that

$$
\begin{align*}
& \forall\left(v_{1 h}, v_{2 h}\right) \in \mathcal{K}_{g h}, \quad \sum_{i=1}^{2} \mu_{i} \int_{\omega}\left(\operatorname{grad} u_{i h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad}\left(v_{i h}-u_{i h}\right)\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{2.12}\\
& \geq \sum_{i=1}^{2}\left\langle f_{i h}, v_{i h}-u_{i h}\right\rangle
\end{align*}
$$

It is readily checked [5, Prop. $8 \&$ Thm 9] that, for any data $\left(f_{1}, f_{2}\right)$ in $L^{2}(\omega) \times L^{2}(\omega)$ and $g$ in $H_{+}^{s+\frac{1}{2}}(\partial \omega), s>0$, problem (2.12) has a unique solution $\left(u_{1 h}, u_{2 h}\right)$ in $\mathcal{K}_{g h}$.

Let $\mathcal{V}_{h}$ denote the set of vertices of elements of $\mathcal{T}_{h}$ which belong to $\omega$. We thus introduce the Lagrange functions associated with the elements of $\mathcal{V}_{h}$ : For each $\boldsymbol{a}$ in $\mathcal{V}_{h}$, $\varphi_{a}$ belongs to $\mathbb{X}_{0 h}$ and satisfies

$$
\begin{equation*}
\varphi_{\boldsymbol{a}}(\boldsymbol{a})=1 \quad \text { and } \quad \forall \boldsymbol{a}^{\prime} \in \mathcal{V}_{h}, \boldsymbol{a}^{\prime} \neq \boldsymbol{a}, \quad \varphi_{a}\left(\boldsymbol{a}^{\prime}\right)=0 \tag{2.13}
\end{equation*}
$$

We also denote by $\Delta_{\boldsymbol{a}}$ the support of $\varphi_{a}$ and by $\mathcal{T}_{\boldsymbol{a}}$ the set of elements of $\mathcal{T}_{h}$ that contain $a$.

To describe the full discrete problem, we introduce a new set of nonnegative functions $\chi_{\boldsymbol{a}}, \boldsymbol{a} \in \mathcal{V}_{h}$, as follows: For each $\boldsymbol{a}$ in $\mathcal{V}_{h}$ and with each $K$ in $\mathcal{T}_{\boldsymbol{a}}$, we associate the quadrilateral with vertices $\boldsymbol{a}$, the midpoints of the two edges of $K$ that contain $\boldsymbol{a}$, and the barycentre of $K$; we denote by $D_{a}$ the union of these quadrilaterals when $K$ runs through $\mathcal{T}_{a}$. All this is illustrated in the left part of Figure 1. Each function $\chi_{a}$ is then taken equal to the characteristic function of $D_{a}$.


Figure 1. The meshes $\mathcal{T}_{h}, \mathcal{D}_{h}$, and $\mathcal{S}_{h}$
Let $\mathcal{D}_{h}$ be the set of the $D_{a}, \boldsymbol{a} \in \mathcal{V}_{h}$, and $\mathbb{Y}_{h}$ be the space spanned by the $\chi_{a}$. Thus, it is readily checked that the set

$$
\begin{equation*}
\Lambda_{h}=\left\{\mu_{h}=\sum_{a \in \mathcal{V}_{h}} \mu_{\boldsymbol{a}} \chi_{\boldsymbol{a}} ; \mu_{\boldsymbol{a}} \geq 0\right\} \tag{2.14}
\end{equation*}
$$

is a convex cone contained in $\Lambda$. We also introduce a duality pairing between $\mathbb{Y}_{h}$ and $\mathbb{X}_{0 h}$ by

$$
\begin{align*}
& \forall \mu_{h}=\sum_{\boldsymbol{a} \in \mathcal{V}_{h}} \mu_{\boldsymbol{a}} \chi_{\boldsymbol{a}} \in \mathbb{Y}_{h}, \forall v_{h} \in \mathbb{X}_{0 h}, \\
& \qquad\left\langle\mu_{h}, v_{h}\right\rangle_{h}=\sum_{\boldsymbol{a} \in \mathcal{V}_{h}} \mu_{\boldsymbol{a}} v_{h}(\boldsymbol{a}) \sum_{K \in \mathcal{T}_{\boldsymbol{a}}} \int_{K} \varphi_{\boldsymbol{a}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} . \tag{2.15}
\end{align*}
$$

We can now define functions $\lambda_{1 h}$ and $\lambda_{2 h}$ in $\mathbb{Y}_{h}$ by the equations, where $v_{1 h}$ and $v_{2 h}$ run through $\mathbb{X}_{0 h}$,

$$
\begin{align*}
& \left\langle\lambda_{1 h}, v_{1 h}\right\rangle_{h}=\mu_{1} \int_{\omega}\left(\operatorname{grad} u_{1 h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} v_{1 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\int_{\omega} f_{1 h}(\boldsymbol{x}) v_{1 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{2.16}\\
& \left\langle\lambda_{2 h}, v_{2 h}\right\rangle_{h}=-\mu_{2} \int_{\omega}\left(\operatorname{grad} u_{2 h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} v_{2 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}+\int_{\omega} f_{2 h}(\boldsymbol{x}) v_{2 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} .
\end{align*}
$$

It can be checked [5, Prop. 12] that the functions $\lambda_{1 h}$ and $\lambda_{2 h}$ defined in (2.16) coincide. Note that the quantities $\lambda_{i h}$ are constructed by a local fast process (see formula (4.1)).

The full discrete problem reads
Find ( $u_{1 h}, u_{2 h}, \lambda_{h}$ ) in $\mathbb{X}_{g h} \times \mathbb{X}_{0 h} \times \Lambda_{h}$ such that

$$
\begin{aligned}
& \forall\left(v_{1 h}, v_{2 h}\right) \in \mathbb{X}_{0 h} \times \mathbb{X}_{0 h}, \quad \sum_{i=1}^{2} \mu_{i} \int_{\omega}\left(\operatorname{grad} u_{i h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} v_{i h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& \quad-\left\langle\lambda_{h}, v_{1 h}-v_{2 h}\right\rangle_{h}=\sum_{i=1}^{2}\left\langle f_{i h}, v_{i h}\right\rangle, \\
& \forall \chi_{h} \in \Lambda_{h}, \quad\left\langle\chi_{h}-\lambda_{h}, u_{1 h}-u_{2 h}\right\rangle_{h} \geq 0 .
\end{aligned}
$$

It follows from [5, §4] that, for any data $\left(f_{1}, f_{2}\right)$ in $L^{2}(\omega) \times L^{2}(\omega)$ and $g$ in $H_{+}^{s+\frac{1}{2}}(\partial \omega)$, $s>0$, problem (2.17) has a unique solution $\left(u_{1 h}, u_{2 h}, \lambda_{h}\right)$ in $\mathbb{X}_{g h} \times \mathbb{X}_{0 h} \times \Lambda_{h}$. Moreover, (i) For any solution $\left(u_{1 h}, u_{2 h}, \lambda_{h}\right)$ of problem (2.17), the pair $\left(u_{1 h}, u_{2 h}\right)$ is the solution of problem (2.12);
(ii) For any solution ( $u_{1 h}, u_{2 h}$ ) of problem (2.12), the function $\lambda_{h}=\lambda_{i h}, i=1,2$, defined in (2.16) gives rise to the solution ( $u_{1 h}, u_{2 h}, \lambda_{h}$ ) of problem (2.17).

When the domain $\omega$ is convex and for smooth enough data, an a priori estimate of the errors $\left\|u_{i}-u_{i h}\right\|_{H^{1}(\omega)}$ indicates that these errors behave like $c h$. Unfortunately the same estimate for $\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)}$ is only established under a restrictive assumption on the family of triangulations.

It can also be noted that the reduced problem (2.12) provides a natural algorithm for uncoupling the unknowns and, once its solution ( $u_{1 h}, u_{2 h}$ ) is known, computing $\lambda_{h}$ consists in solving a linear system with diagonal matrix, see (2.16).

## 3. A posteriori analysis.

We first introduce some further notation and define the three parts of error indicators which are needed for our analysis. Next, we prove successively upper bounds of the error as a function of the indicators (reliability) and upper bounds of the indicators as a function of the error (efficiency). We conclude with a remark on the optimality of these results.

### 3.1. Some notation and the error indicators.

In order to describe the error indicators, we need a further notation. We first introduce the set $\overline{\mathcal{V}}_{h}$ of all vertices of elements of $\mathcal{T}_{h}$. With each vertex $\boldsymbol{a}$ in $\overline{\mathcal{V}}_{h}$ which does not belong to $\mathcal{V}_{h}$, we associate a polygon $D_{a}$ defined exactly as in Section 2 . The set of all $D_{a}, \boldsymbol{a} \in \overline{\mathcal{V}}_{h}$, is denoted by $\overline{\mathcal{D}}_{h}$. With each triangulation $\mathcal{T}_{h}$, we also associate the triangulation $\mathcal{S}_{h}$ built in the following way: Any triangle $K$ in $\mathcal{T}_{h}$ is divided into six "small" triangles $\kappa$ by joining the barycentre of $K$ to its vertices and the middle of its edges, and these $\kappa$ form the new triangulation $\mathcal{S}_{h}$ (see Figure 1). We refer to [15] for the first work involving the triple of meshes $\left(\mathcal{T}_{h}, \mathcal{D}_{h}, \mathcal{S}_{h}\right)$.

Let $H(\operatorname{div}, \omega)$ denote the domain of the divergence operator, namely the space of functions $s$ in $L^{2}(\omega)^{2}$ such that div $s$ belongs to $L^{2}(\omega)$. On this triangulation $\mathcal{S}_{h}$, we define the space associated with Raviart-Thomas finite elements [19]

$$
\begin{equation*}
\mathbb{Z}_{h}=\left\{s_{h} \in H(\operatorname{div}, \omega) ; \forall \kappa \in \mathcal{S}_{h},\left.s_{h}\right|_{\kappa} \in \mathcal{R} \mathcal{T}(\kappa)\right\}, \tag{3.1}
\end{equation*}
$$

where $\mathcal{R} \mathcal{T}(\kappa)$ stands for the space of restrictions to $\kappa$ of polynomials of the form $\boldsymbol{c}+d \boldsymbol{x}$, $\boldsymbol{c} \in \mathbb{R}^{2}, d \in \mathbb{R}$. We recall from [19] that the linear forms: $\boldsymbol{s} \mapsto \int_{e}(\boldsymbol{s} \cdot \boldsymbol{n})(\tau) \mathrm{d} \tau$ where $\boldsymbol{n}$ is a unit normal vector to $e$ and $e$ runs through the edges of $\kappa$, are $\mathcal{R} \mathcal{T}(\kappa)$-unisolvent and that the functions of $\mathbb{Z}_{h}$ have a constant normal trace on each edge of elements of $\mathcal{S}_{h}$. We denote by $\mathcal{E}_{h}$ the set of all edges of the $\kappa$ in $\mathcal{S}_{h}$, and by $\mathcal{E}_{h}^{*}$ the set of edges of the $\kappa$ which are inside an element $K$ of $\mathcal{T}_{h}$.

Following the approach in [23], we introduce the two fluxes $\boldsymbol{t}_{i h}$ in $\mathbb{Z}_{h}$ satisfying:

- on each edge $e$ of $\mathcal{E}_{h}^{*}$ which is inside an element $K$ of $\mathcal{T}_{h}$

$$
\begin{equation*}
\left.\left(\boldsymbol{t}_{i h} \cdot \boldsymbol{n}\right)\right|_{e}=-\mu_{i} \partial_{n}\left(\left.u_{i h}\right|_{K}\right), \tag{3.2}
\end{equation*}
$$

(where $\boldsymbol{n}$ denotes one of the unit normal vectors to $e$ ),

- the same formula on each edge $e$ of $\mathcal{E}_{h} \backslash \mathcal{E}_{h}^{*}$ which is contained in $\partial \omega$,
- and finally, on each $e$ of $\mathcal{E}_{h} \backslash \mathcal{E}_{h}^{*}$ which is an edge of the elements $K$ and $K^{\prime}$ of $\mathcal{T}_{h}$,

$$
\begin{equation*}
\left.\left(\boldsymbol{t}_{i h} \cdot \boldsymbol{n}\right)\right|_{e}=-\frac{\mu_{i}}{2}\left(\partial_{n}\left(\left.u_{i h}\right|_{K}\right)+\left(\partial_{n}\left(\left.u_{i h}\right|_{K^{\prime}}\right)\right) .\right. \tag{3.3}
\end{equation*}
$$

It follows from [19] that these equations define the $\boldsymbol{t}_{i h}$ in a unique way.
Denoting by $h_{D}$ the diameter of each $D$ in $\overline{\mathcal{D}}_{h}$, we introduce the following constants:
(i) For each $D$ in $\mathcal{D}_{h}$, the Poincaré-Wirtinger constant $c_{D}^{(P W)}$ is the smallest constant such that

$$
\begin{equation*}
\forall \varphi \in H^{1}(D), \quad\left\|\varphi-\bar{\varphi}^{D}\right\|_{L^{2}(D)} \leq c_{D}^{(P W)} h_{D}\|\operatorname{grad} \varphi\|_{L^{2}(D)^{2}} \tag{3.4}
\end{equation*}
$$

where $\bar{\varphi}^{D}$ stands for the mean value of $\varphi$ on $D$;
(ii) For each $D$ in $\overline{\mathcal{D}}_{h} \backslash \mathcal{D}_{h}$, the Poincaré-Friedrichs constant $c_{D}^{(P F)}$ is the smallest constant such that

$$
\begin{equation*}
\forall \varphi \in H_{*}^{1}(D), \quad\|\varphi\|_{L^{2}(D)} \leq c_{D}^{(P F)} h_{D}\|\operatorname{grad} \varphi\|_{L^{2}(D)^{2}} \tag{3.5}
\end{equation*}
$$

where $H_{*}^{1}(D)$ denotes the space of functions in $H^{1}(D)$ which vanish on $\partial D \cap \partial \omega$. We denote by $c_{D}$ the constant $c_{D}^{(P F)}$ if $D$ belongs to $\overline{\mathcal{D}}_{h} \backslash \mathcal{D}_{h}$ and the constant $c_{D}^{(P W)}$ if $D$ belongs to $\mathcal{D}_{h}$.

Next, we work with error indicators which can be written as the sum of three independent parts, for each $D$ in $\overline{\mathcal{D}}_{h}$ and for $i=1,2$ :
(i) The diffusive flux estimators $\eta_{i D}^{(\mathrm{df})}$

$$
\begin{equation*}
\eta_{i D}^{(\mathrm{df})}=\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad} u_{i h}+\mu_{i}^{-\frac{1}{2}} \boldsymbol{t}_{i h}\right\|_{L^{2}(D)^{2}} \tag{3.6}
\end{equation*}
$$

(ii) The residual error estimators $\eta_{i D}^{(\mathrm{r})}$

$$
\begin{equation*}
\eta_{i D}^{(\mathrm{r})}=c_{D} h_{D} \mu_{i}^{-\frac{1}{2}}\left\|f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right\|_{L^{2}(D)} ; \tag{3.7}
\end{equation*}
$$

(iii) The estimators $\eta_{D}^{(\mathrm{c})}$ related to the contact equation

$$
\begin{equation*}
\eta_{D}^{(\mathrm{c})}=2 \int_{D}\left(u_{1 h}-u_{2 h}\right)(\boldsymbol{x}) \lambda_{h}(\boldsymbol{x}) d \boldsymbol{x} \tag{3.8}
\end{equation*}
$$

It can be noted that, despite the introduction of auxiliary unknowns, all these indicators are easy to compute since they only involve constant or affine functions.
Remark 3.1. Let $\omega^{c}$ denote the contact zone, i.e., the set of points in $\bar{\omega}$ where $u_{1}-u_{2}$ vanishes. We also define the discrete contact zone $\omega_{h}^{c}$ as the union of the elements $K$ in $\mathcal{T}_{h}$ such that $u_{1 h}-u_{2 h}$ vanishes at the three vertices of $K$. On the other hand, we recall from [5, Eq. (4.8)] that, with the notation $\lambda_{h}=\sum_{a \in \mathcal{V}_{h}} \lambda_{a} \chi_{a}$,

$$
\begin{equation*}
\forall \boldsymbol{a} \in \mathcal{V}_{h}, \quad \lambda_{\boldsymbol{a}}\left(u_{1 h}-u_{2 h}\right)(\boldsymbol{a})=0 . \tag{3.9}
\end{equation*}
$$

So, the $D_{a}$ such that $\eta_{D a}^{(\mathrm{c})}$ is not zero are such that $u_{1 h}-u_{2 h}$ vanishes at $\boldsymbol{a}$ but not at all vertices of $\Delta_{a}$ (this corresponds to the standard choice of the quadrature formula). Equivalently, such $D_{a}$ are contained in a small neighbourhood of the boundary of $\omega_{h}^{c}$, hence are not so many. A family of indicators which are similar to the $\eta_{D}^{(\mathrm{c})}$ is introduced in $[24, \S 4]$ and considered as negligible while, for a slightly different problem, it appears in [26] that this part of the indicators is smaller than the other ones only for $h$ small enough. This brings to light the fact that identifying the contact zone is a numerical challenge for the problem that we consider.

In order to prove the first a posteriori error estimate, we introduce the energy seminorm, for any pair $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ in $H^{1}(\omega)^{2}$,

$$
\begin{equation*}
\|\boldsymbol{v}\|=\left(\mu_{1}\left|v_{1}\right|_{H^{1}(\omega)}^{2}+\mu_{2}\left|v_{2}\right|_{H^{1}(\omega)}^{2}\right)^{\frac{1}{2}} \tag{3.10}
\end{equation*}
$$

To simplify the next proofs, setting $\boldsymbol{u}=\left(u_{1}, u_{2}\right)$ and $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, we also consider the bilinear forms

$$
\begin{equation*}
a(\boldsymbol{u}, \boldsymbol{v})=\sum_{i=1}^{2} \mu_{i} \int_{\omega}\left(\operatorname{grad} u_{i}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} v_{i}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
b(\boldsymbol{v}, \chi)=-\int_{\omega} \chi(\boldsymbol{x})\left(v_{1}-v_{2}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{3.12}
\end{equation*}
$$

### 3.2. Upper bounds for the error.

The idea to handle the nonhomogeneous data consists in introducing the solution $\left(\tilde{u}_{1}, \tilde{u}_{2}, \tilde{\lambda}\right)$ of problem (2.4) with the $f_{i}$ replaced by $f_{i h}$ and $g$ replaced by $g_{h}$. Indeed, the main error estimate relies on the triangle inequality

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\| \leq\|\boldsymbol{u}-\tilde{\boldsymbol{u}}\|+\left\|\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}\right\| . \tag{3.13}
\end{equation*}
$$

We also denote by $H_{*}^{\frac{1}{2}}(\partial \omega)$ the set of functions in $L^{2}(\partial \omega)$ such that their restrictions to each edge $\gamma$ of $\partial \omega$ belong to $H^{\frac{1}{2}}(\gamma)$ and by $H_{*}^{-\frac{1}{2}}(\partial \omega)$ its dual space.
Lemma 3.2. For any data $\left(f_{1}, f_{2}\right)$ in $L^{2}(\omega) \times L^{2}(\omega)$, if the domain $\omega$ is convex, the following estimate holds

$$
\begin{align*}
\|\boldsymbol{u}-\tilde{\boldsymbol{u}}\| \leq \frac{1}{\pi}\left(\sum_{i=1}^{2} \sum_{K \in \mathcal{T}_{h}}( \right. & \left.\left(\mu_{i}^{-\frac{1}{2}} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right)^{2}\right)^{\frac{1}{2}}  \tag{3.14}\\
& +c\left(\left\|g-g_{h}\right\|_{H^{\frac{1}{2}}(\partial \omega)}+\sqrt{\rho\left(f_{1}, f_{2}\right)}\left\|g-g_{h}\right\|_{H_{*}^{-\frac{1}{2}}(\partial \omega)}^{\frac{1}{2}}\right)
\end{align*}
$$

where the constant $\rho\left(f_{1}, f_{2}\right)$ is given by

$$
\begin{equation*}
\rho\left(f_{1}, f_{2}\right)=\left\|f_{1}\right\|_{L^{2}(\omega)}+\left\|f_{2}\right\|_{L^{2}(\omega)} . \tag{3.15}
\end{equation*}
$$

Proof: We proceed in three steps.

1) Let $w_{1}$ be the harmonic lifting of the function $g-g_{h}$; it satisfies

$$
\begin{equation*}
\left|w_{1}\right|_{H^{1}(\omega)} \leq c\left\|g-g_{h}\right\|_{H^{\frac{1}{2}}(\partial \omega)} . \tag{3.16}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\left\|w_{1}\right\|_{L^{2}(\omega)}=\sup _{\varphi \in L^{2}(\omega)} \frac{\int_{\omega} w_{1}(\boldsymbol{x}) \varphi(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}}{\|\varphi\|_{L^{2}(\omega)}} . \tag{3.17}
\end{equation*}
$$

Since $\omega$ is a convex polygon, for any $\varphi$ in $L^{2}(\omega)$, the solution $\psi$ of the equation

$$
-\Delta \psi=\varphi \quad \text { in } \omega, \quad \psi=0 \quad \text { on } \partial \omega,
$$

belongs to $H^{2}(\omega)$ and satisfies

$$
\begin{equation*}
\left\|\partial_{n} \psi\right\|_{H_{*}^{\frac{1}{2}}(\partial \omega)} \leq c\|\varphi\|_{L^{2}(\omega)} . \tag{3.18}
\end{equation*}
$$

Moreover, by integrating twice by parts, we see that

$$
\int_{\omega} w_{1}(\boldsymbol{x}) \varphi(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=-\int_{\partial \omega}\left(g-g_{h}\right)(\tau)\left(\partial_{n} \psi\right)(\tau) \mathrm{d} \tau .
$$

Combining this line with (3.17) and (3.18), we derive

$$
\begin{equation*}
\left\|w_{1}\right\|_{L^{2}(\omega)} \leq c\left\|g-g_{h}\right\|_{H_{*}^{-\frac{1}{2}}(\partial \omega)} . \tag{3.19}
\end{equation*}
$$

2) On the other hand, let $\boldsymbol{w}_{2}$ be the solution in $H_{0}^{1}(\omega)^{2}$ of

$$
\forall \boldsymbol{v} \in H_{0}^{1}(\Omega)^{2}, \quad a\left(\boldsymbol{w}_{2}, \boldsymbol{v}\right)=\sum_{i=1}^{2} \int_{\omega}\left(f_{i}-f_{i h}\right)(\boldsymbol{x}) \boldsymbol{v}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

Obviously, we have

$$
\left\|\boldsymbol{w}_{2}\right\|^{2} \leq \sum_{i=1}^{2} \mu_{i}^{-1}\left\|f_{i}-f_{i h}\right\|_{H^{-1}(\omega)}^{2}
$$

Combining the definition of the $H^{-1}(\omega)$-norm with the orthogonality of $f_{i}-f_{i h}$ to the constants on all $K$ in $\mathcal{T}_{h}$ and the Poincaré-Wirtinger inequality (3.4) now on each $K$ leads to, with obvious definition for $c_{K}^{(P W)}$,

$$
\begin{equation*}
\left\|\boldsymbol{w}_{2}\right\| \leq\left(\sum_{i=1}^{2} \mu_{i}^{-1} \sum_{K \in \mathcal{T}_{h}}\left(c_{K}^{(P W)} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right)^{2}\right)^{\frac{1}{2}} \tag{3.20}
\end{equation*}
$$

Moreover, since $K$ is convex, $c_{K}^{(P W)}$ is smaller than $\frac{1}{\pi}$ [17], [2].
3) The function $\boldsymbol{u}-\tilde{\boldsymbol{u}}-\boldsymbol{w}_{1}$, with $\boldsymbol{w}_{1}=\left(w_{1}, 0\right)$, belongs to $H_{0}^{1}(\omega)^{2}$. Applying twice problem (2.4) with $\boldsymbol{v}$ equal to $\boldsymbol{u}-\tilde{\boldsymbol{u}}-\boldsymbol{w}_{1}$ yields

$$
a(\boldsymbol{u}-\tilde{\boldsymbol{u}}, \boldsymbol{u}-\tilde{\boldsymbol{u}})=a\left(\boldsymbol{u}-\tilde{\boldsymbol{u}}, \boldsymbol{w}_{1}\right)-b\left(\boldsymbol{u}-\tilde{\boldsymbol{u}}-\boldsymbol{w}_{1}, \lambda-\tilde{\lambda}\right)+a\left(\boldsymbol{w}_{2}, \boldsymbol{u}-\tilde{\boldsymbol{u}}-\boldsymbol{w}_{1}\right)
$$

We also have

$$
b(\boldsymbol{u}, \lambda)=b(\tilde{\boldsymbol{u}}, \tilde{\lambda})=0, \quad b(\boldsymbol{u}, \tilde{\lambda}) \leq 0, \quad b(\tilde{\boldsymbol{u}}, \lambda) \leq 0
$$

whence

$$
a(\boldsymbol{u}-\tilde{\boldsymbol{u}}, \boldsymbol{u}-\tilde{\boldsymbol{u}}) \leq a\left(\boldsymbol{u}-\tilde{\boldsymbol{u}}, \boldsymbol{w}_{1}\right)+b\left(\boldsymbol{w}_{1}, \lambda-\tilde{\lambda}\right)+a\left(\boldsymbol{w}_{2}, \boldsymbol{u}-\tilde{\boldsymbol{u}}-\boldsymbol{w}_{1}\right) .
$$

By noting that $a\left(\boldsymbol{w}_{1}, \boldsymbol{w}_{2}\right)=0$ and using the symmetry of the form $a(\cdot, \cdot)$ together with Cauchy-Schwarz inequalities, this gives

$$
\|\boldsymbol{u}-\tilde{\boldsymbol{u}}\|^{2} \leq\|\boldsymbol{u}-\tilde{\boldsymbol{u}}\|\left\|\boldsymbol{w}_{1}+\boldsymbol{w}_{2}\right\|+\|\lambda-\tilde{\lambda}\|_{L^{2}(\omega)}\left\|\boldsymbol{w}_{1}\right\|_{L^{2}(\omega)^{2}} .
$$

We recall from [5, Prop. 4] that

$$
\|\lambda\|_{L^{2}(\omega)}+\|\tilde{\lambda}\|_{L^{2}(\omega)} \leq c \rho\left(f_{1}, f_{2}\right)
$$

Using the inequality $a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$ and noting that $\left\|\boldsymbol{w}_{1}+\boldsymbol{w}_{2}\right\|^{2}=\left\|\boldsymbol{w}_{1}\right\|^{2}+\left\|\boldsymbol{w}_{2}\right\|^{2}$, we obtain

$$
\begin{equation*}
\|\boldsymbol{u}-\tilde{\boldsymbol{u}}\|^{2} \leq\left\|\boldsymbol{w}_{1}\right\|^{2}+\left\|\boldsymbol{w}_{2}\right\|^{2}+2 c \rho\left(f_{1}, f_{2}\right)\left\|\boldsymbol{w}_{1}\right\|_{L^{2}(\omega)^{2}} \tag{3.21}
\end{equation*}
$$

The desired estimate is thus derived by inserting (3.16), (3.19), and (3.20) into (3.21).
When $\omega$ is not convex, estimate (3.14) still holds, but with $\left\|g-g_{h}\right\|_{H_{*}^{-\frac{1}{2}}(\partial \omega)}$ replaced by $\left\|g-g_{h}\right\|_{H^{-\alpha}(\partial \omega)}$ for some $\alpha, 0<\alpha<\frac{1}{2}$. In any case this estimate is optimal when the datum $g$ is smooth. A different way for handling this nonhomogeneous boundary condition is proposed in $[7, \S 2]$ but requires the further assumption $g \leq g_{h}$ on $\partial \omega$ that we prefer to avoid here.

We now establish the bound for the second term in (3.13). The proof follows the approach of Prager and Synge [18].
Lemma 3.3. Assume that the data $\left(f_{1}, f_{2}\right)$ belong to $L^{2}(\omega) \times L^{2}(\omega)$. Then, the following estimate holds

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}\right\| \leq\left(\sum_{D \in \overline{\mathcal{D}}_{h}}\left(\sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}+\eta_{D}^{(\mathrm{c})}\right)\right)^{\frac{1}{2}} \tag{3.22}
\end{equation*}
$$

Proof: Setting $\boldsymbol{\zeta}=\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}$ and using notation (3.11), we have

$$
\left\|\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}\right\|^{2}=a\left(\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right)
$$

Since $\boldsymbol{\zeta}$ vanishes on $\partial \omega$, we thus derive from the analogue of problem (2.7) that

$$
a\left(\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right) \leq \sum_{i=1}^{2} \int_{\omega} f_{i h}(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-a\left(\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right)
$$

whence

$$
a\left(\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right) \leq \sum_{i=1}^{2} \int_{\omega}\left(f_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-a\left(\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right)+b\left(\boldsymbol{\zeta}, \lambda_{h}\right)
$$

Inserting the equation

$$
\int_{\omega}\left(\operatorname{div} \boldsymbol{t}_{i h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=-\int_{\omega} \boldsymbol{t}_{i h}(\boldsymbol{x}) \cdot\left(\operatorname{grad} \zeta_{i}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

and using the nonpositivity of $b\left(\tilde{\boldsymbol{u}}, \lambda_{h}\right)$ (since $\lambda_{h}$ is nonnegative), we obtain

$$
\begin{align*}
a\left(\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}, \boldsymbol{\zeta}\right) & \leq \sum_{i=1}^{2}\left(\int_{\omega}\left(f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right.  \tag{3.23}\\
& \left.-\int_{\omega}\left(\mu_{i}^{\frac{1}{2}} \operatorname{grad} \boldsymbol{u}_{i h}+\mu_{i}^{-\frac{1}{2}} \boldsymbol{t}_{i h}\right)(\boldsymbol{x}) \cdot \mu_{i}^{\frac{1}{2}}\left(\operatorname{grad} \zeta_{i}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right)-b\left(\boldsymbol{u}_{h}, \lambda_{h}\right) .
\end{align*}
$$

We now write the two integrals in this last inequality as a sum of integrals on the $D$ in $\overline{\mathcal{D}}_{h}$. We evaluate successively these integrals.

1) For all $D$ in $\overline{\mathcal{D}}_{h}$, we derive from the Cauchy-Schwarz inequality that

$$
\begin{align*}
\int_{D}\left(\mu_{i}^{\frac{1}{2}} \operatorname{grad} \boldsymbol{u}_{i h}\right. & \left.+\mu_{i}^{-\frac{1}{2}} \boldsymbol{t}_{i h}\right)(\boldsymbol{x}) \cdot \mu_{i}^{\frac{1}{2}}\left(\operatorname{grad} \zeta_{i}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{3.24}\\
& \leq\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad} \boldsymbol{u}_{i h}+\mu_{i}^{-\frac{1}{2}} \boldsymbol{t}_{i h}\right\|_{L^{2}(D)^{2}}\left\|\mu_{i}^{\frac{1}{2}} \boldsymbol{\operatorname { g r a d }} \zeta_{i}\right\|_{L^{2}(D)^{2}}
\end{align*}
$$

2) For all $D$ in $\overline{\mathcal{D}}_{h} \backslash \mathcal{D}_{h}$, by combining the Poincaré-Friedrichs inequality (3.5) with the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& \int_{D}\left(f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{3.25}\\
& \qquad \leq c_{D}^{(P F)} h_{D} \mu_{i}^{-\frac{1}{2}}\left\|f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right\|_{L^{2}(D)}\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad} \zeta_{i}\right\|_{L^{2}(D)^{2}}
\end{align*}
$$

3) A further argument is needed to handle this same integral on the elements $D$ in $\mathcal{D}_{h}$. We recall from [5, Form. (4.18)] (see also [23, Lemma 3.8] for similar arguments) the formula, for $i=1$ and 2 ,

$$
\begin{equation*}
\mu_{i} \sum_{K \in \mathcal{T}_{\boldsymbol{a}}} \int_{K}\left(\operatorname{grad} u_{i h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} \varphi_{\boldsymbol{a}}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=\int_{D_{\boldsymbol{a}}}\left(\operatorname{div} \boldsymbol{t}_{i h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{3.26}
\end{equation*}
$$

We also use the expansion: $\lambda_{h}=\sum_{\boldsymbol{a} \in \mathcal{V}_{h}} \lambda_{\boldsymbol{a}} \chi_{\boldsymbol{a}}$. Next, for each $\boldsymbol{a}$ in $\mathcal{V}_{h}$, we derive by combining (2.15) with (3.26) the equivalent formulation of equations (2.16) (indeed, the integral of $\varphi_{a}$ on $\omega$ is equal to meas $\left(D_{a}\right)$ ):

$$
\begin{align*}
& \lambda_{\boldsymbol{a}} \operatorname{meas}\left(D_{\boldsymbol{a}}\right)=\int_{D_{\boldsymbol{a}}}\left(\operatorname{div} \boldsymbol{t}_{1 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\int_{D_{\boldsymbol{a}}} f_{1 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{3.27}\\
& \lambda_{\boldsymbol{a}} \operatorname{meas}\left(D_{\boldsymbol{a}}\right)=-\int_{D_{\boldsymbol{a}}}\left(\operatorname{div} \boldsymbol{t}_{2 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}+\int_{D_{\boldsymbol{a}}} f_{2 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{align*}
$$

Noting that $\lambda_{a}$ meas $\left(D_{a}\right)$ is equal to $\int_{D_{a}} \lambda_{h}(\boldsymbol{x}) d \boldsymbol{x}$, multiplying these equations by the mean value $\bar{\zeta}_{1}^{a}$ or $\bar{\zeta}_{2}^{a}$ of $\zeta_{1}$ or $\zeta_{2}$ on $D_{a}$ and subtracting the first one from the second one, we obtain

$$
\sum_{i=1}^{2} \int_{D \boldsymbol{a}}\left(f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \bar{\zeta}_{i}^{a} \mathrm{~d} \boldsymbol{x}=0
$$

Thus, we derive

$$
\begin{aligned}
\sum_{i=1}^{2} \int_{D_{\boldsymbol{a}}}\left(f_{i h}-\operatorname{div}\right. & \left.\boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
= & \sum_{i=1}^{2}\left(\int_{D \boldsymbol{a}}\left(f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x})\left(\zeta_{i}(\boldsymbol{x})-\bar{\zeta}_{i}^{\boldsymbol{a}}\right) \mathrm{d} \boldsymbol{x}\right)
\end{aligned}
$$

To bound the right-hand side, we use the Poincaré-Wirtinger inequality (3.4), which gives

$$
\begin{align*}
& \sum_{i=1}^{2} \int_{D}\left(f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right)(\boldsymbol{x}) \zeta_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{3.28}\\
& \quad \leq \sum_{i=1}^{2} c_{D}^{(P W)} h_{D} \mu_{i}^{-\frac{1}{2}}\left\|f_{i h}-\operatorname{div} \boldsymbol{t}_{i h}-(-1)^{i} \lambda_{h}\right\|_{L^{2}(D)}\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad} \zeta_{i}\right\|_{L^{2}(D)^{2}}
\end{align*}
$$

To conclude, we observe that

$$
-b\left(\boldsymbol{u}_{h}, \lambda_{h}\right)=\frac{1}{2} \sum_{D \in \overline{\mathcal{D}}_{h}} \eta_{D}^{(\mathrm{c})}
$$

By inserting this last equation, (3.24), (3.25), and (3.28) into (3.23) and using appropriate Cauchy-Schwarz inequalities, we obtain

$$
\left\|\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}\right\|^{2} \leq\left(\sum_{D \in \overline{\mathcal{D}}_{h}} \sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}\right)^{\frac{1}{2}}\left\|\tilde{\boldsymbol{u}}-\boldsymbol{u}_{h}\right\|+\frac{1}{2} \sum_{D \in \overline{\mathcal{D}}_{h}} \eta_{D}^{(\mathrm{c})}
$$

Using the inequality $a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$ yields the desired estimate.
Theorem 3.4. Assume that the data $\left(f_{1}, f_{2}\right)$ belong to $L^{2}(\omega) \times L^{2}(\omega)$ and that the domain $\omega$ is convex. Then, the following a posteriori error estimate holds between the solutions $\boldsymbol{u}=\left(u_{1}, u_{2}\right)$ of problem (2.7) and $\boldsymbol{u}_{h}=\left(u_{1 h}, u_{2 h}\right)$ of problem (2.12)

$$
\begin{align*}
& \left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\| \leq\left(\sum_{D \in \overline{\mathcal{D}}_{h}}\left(\sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}+\eta_{D}^{(\mathrm{c})}\right)\right)^{\frac{1}{2}} \\
& \quad+\frac{1}{\pi}\left(\sum_{i=1}^{2} \sum_{K \in \mathcal{T}_{h}}\left(\mu_{i}^{-\frac{1}{2}} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right)^{2}\right)^{\frac{1}{2}}  \tag{3.29}\\
& \quad+c\left(\left\|g-g_{h}\right\|_{H^{\frac{1}{2}}(\partial \omega)}+\sqrt{\rho\left(f_{1}, f_{2}\right)}\left\|g-g_{h}\right\|_{H_{*}^{-\frac{1}{2}}(\partial \omega)}^{\frac{1}{2}}\right)
\end{align*}
$$

We are also in a position to prove an upper bound for the error $\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)}$.
Corollary 3.5. If the assumptions of Theorem 3.4 are satisfied, the following a posteriori error estimate holds between the solutions ( $u_{1}, u_{2}, \lambda$ ) of problem (2.4) and ( $u_{1 h}, u_{2 h}, \lambda_{h}$ ) of problem (2.17)

$$
\left.\begin{array}{rl}
\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)} \leq & 2 \max
\end{array} \mu_{1}^{\frac{1}{2}}, \mu_{2}^{\frac{1}{2}}\right\}\left(\left(\sum_{D \in \overline{\mathcal{D}}_{h}}\left(\sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}+\eta_{D}^{(\mathrm{c})}\right)\right)^{\frac{1}{2}} .\right.
$$

Proof: It follows from the definition of the norm of $H^{-1}(\omega)$ that

$$
\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)}=\sup _{\boldsymbol{v} \in H_{0}^{1}(\omega)^{2}} \frac{b\left(\boldsymbol{v}, \lambda-\lambda_{h}\right)}{|\boldsymbol{v}|_{H^{1}(\omega)^{2}}} .
$$

Setting $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, we have

$$
b\left(\boldsymbol{v}, \lambda-\lambda_{h}\right)=\sum_{i=1}^{2}\left\langle f_{i}, v_{i}\right\rangle-a(\boldsymbol{u}, \boldsymbol{v})-b\left(\boldsymbol{v}, \lambda_{h}\right),
$$

whence

$$
b\left(\boldsymbol{v}, \lambda-\lambda_{h}\right)=\sum_{i=1}^{2}\left\langle f_{i}, v_{i}\right\rangle-a\left(\boldsymbol{u}_{h}, \boldsymbol{v}\right)-b\left(\boldsymbol{v}, \lambda_{h}\right)-a\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{v}\right) .
$$

Evaluating the first three terms in the right hand-side of this equation follows exactly the same lines as in the proof of Lemma 3.3, with $\boldsymbol{\zeta}$ replaced by $\boldsymbol{v}$ (which also vanishes on $\partial \omega$ ), while the last term obviously satisfies

$$
a\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{v}\right) \leq\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\| \max \left\{\mu_{1}^{\frac{1}{2}}, \mu_{2}^{\frac{1}{2}}\right\}|\boldsymbol{v}|_{H^{1}(\omega)^{2}} .
$$

Combining all this with Theorem 3.4 gives the desired estimate.

### 3.3. Upper bounds for the indicators.

We now intend to establish an upper bound of all indicators as a function of the local error.
Remark 3.6. In the next proofs, we use several times the following property that we prefer to recall once: If two closed domains $o_{1}$ and $o_{2}$ have disjoint interiors and are such that the intersection $\partial o_{1} \cap \partial o_{2}$ has a positive measure, every distribution $\varphi$ in $H^{-1}\left(o_{1} \cup o_{2}\right)$ satisfies

$$
\begin{equation*}
\|\varphi\|_{H^{-1}\left(o_{1}\right)}+\|\varphi\|_{H^{-1}\left(o_{2}\right)} \leq \sqrt{2}\|\varphi\|_{H^{-1}\left(o_{1} \cup o_{2}\right)} \tag{3.31}
\end{equation*}
$$

Proposition 3.7. For $i=1$ and 2, the following bound holds for any estimator $\eta_{i D_{\boldsymbol{a}}}^{(\mathrm{df})}$ defined in (3.6), $\boldsymbol{a} \in \overline{\mathcal{V}}_{h}$ :

$$
\begin{align*}
\eta_{i D a}^{(\mathrm{df})} \leq c\left(\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad}\left(u_{i}-u_{i h}\right)\right\|_{L^{2}\left(\Delta_{a}\right)^{2}}+\| \lambda\right. & -\lambda_{h} \|_{H^{-1}\left(\Delta_{\boldsymbol{a}}\right)} \\
& \left.+\sum_{K \in \mathcal{T}_{\boldsymbol{a}}} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right) . \tag{3.32}
\end{align*}
$$

Proof: We only prove this bound for $i=1$ since its analogue for $i=2$ relies on exactly the same arguments. By switching to the reference triangle and using the Piola transform [10, Chap. III, Eq. (4.63)], we easily derive that

$$
\forall \boldsymbol{s}_{h} \in \mathcal{R} \mathcal{T}(\kappa), \quad\left\|\boldsymbol{s}_{h}\right\|_{L^{2}(\kappa)^{2}} \leq c h_{\kappa}^{\frac{1}{2}}\left\|\boldsymbol{s}_{h} \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \kappa)}
$$

Applying this formula to $\boldsymbol{s}_{h}=\mu_{1}^{\frac{1}{2}} \operatorname{grad} u_{1 h}+\mu_{1}^{-\frac{1}{2}} \boldsymbol{t}_{1 h}$ (since grad $u_{1 h}$ is constant on $\kappa$, it belongs to $\mathcal{R} \mathcal{T}(\kappa)$ ), we obtain

$$
\eta_{1 D \boldsymbol{a}}^{(\mathrm{df})} \leq c \sum_{\kappa \in \mathcal{S}_{h}, \kappa \subset D_{\boldsymbol{a}}} h_{\kappa}^{\frac{1}{2}}\left\|\left(\mu_{1}^{\frac{1}{2}} \operatorname{grad} u_{1 h}+\mu_{1}^{-\frac{1}{2}} \boldsymbol{t}_{1 h}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \kappa)} .
$$

Note from (3.2) and (3.3) that ( $\left.\mu_{1}^{\frac{1}{2}} \mathbf{g r a d} u_{1 h}+\mu_{1}^{-\frac{1}{2}} \boldsymbol{t}_{1 h}\right) \cdot \boldsymbol{n}$ vanishes on all edges $e$ in $\mathcal{E}_{h}^{*}$ and on those contained in $\partial \omega$, while it is equal to $\frac{\mu_{1}}{2}$ times the jump of $\partial_{n} u_{1 h}$ on the other edges of $\mathcal{E}_{h} \backslash \mathcal{E}_{h}^{*}$. Denoting by $\mathcal{L}_{a}$ the set of edges of elements of $\mathcal{T}_{h}$ that contain $\boldsymbol{a}$, this yields

$$
\begin{equation*}
\eta_{1 D_{a}}^{(\mathrm{df})} \leq c \sum_{\ell \in \mathcal{L}_{a}} h_{\ell}^{\frac{1}{2}}\left\|\mu_{1}^{\frac{1}{2}}\left[\partial_{n} u_{1 h}\right]_{\ell}\right\|_{L^{2}(\ell)} \tag{3.33}
\end{equation*}
$$

where $h_{\ell}$ denotes the length of $\ell$ and $[\cdot]_{\ell}$ the jump through $\ell$. To bound these last terms, we write the residual of the Laplace equation associated with $u_{1}-u_{1 h}$. It reads, for any $v$ in $H_{0}^{1}(\Omega)$ :

$$
\begin{aligned}
& \mu_{1} \int_{\omega}^{\operatorname{grad}}\left(u_{1}-u_{1 h}\right)(\boldsymbol{x}) \cdot(\boldsymbol{\operatorname { g r a d }} v)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& =\sum_{K \in \mathcal{T}_{h}}\left(\int_{K}\left(f_{1 h}+\lambda_{h}\right)(\boldsymbol{x}) v(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}+\int_{K}\left(f_{1}-f_{1 h}\right)(\boldsymbol{x}) v(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}+\int_{K}\left(\lambda-\lambda_{h}\right)(\boldsymbol{x}) v(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right. \\
& \left.\quad+\frac{1}{2} \sum_{\ell \in \mathcal{L}_{K}} \int_{\ell} \mu_{1}\left[\partial_{n} u_{1 h}\right]_{\ell}(\tau) v(\tau) d \tau\right),
\end{aligned}
$$

where $\mathcal{L}_{K}$ denotes the set of edges of $K$ which are not contained in $\partial \omega$. Thus, fully standard arguments (see $[22, \S 1.2]$ ) lead first to the estimate (note that $\Delta u_{1 h}$ is zero on each $K$ )

$$
\begin{align*}
& h_{K}\left\|f_{1 h}+\mu_{1} \Delta u_{1 h}+\lambda_{h}\right\|_{L^{2}(K)} \leq c\left(\left\|\mu_{1} \operatorname{grad}\left(u_{1}-u_{1 h}\right)\right\|_{L^{2}(K)^{2}}\right. \\
&\left.+\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(K)}+h_{K}\left\|f_{1}-f_{1 h}\right\|_{L^{2}(K)}\right), \tag{3.34}
\end{align*}
$$

and second, if $\ell$ is shared by two elements $K$ and $K^{\prime}$,

$$
\begin{aligned}
& h_{\ell}^{\frac{1}{2}}\left\|\mu_{1}^{\frac{1}{2}}\left[\partial_{n} u_{1 h}\right]_{\ell}\right\|_{L^{2}(\ell)} \leq c\left(\left\|\mu_{1}^{\frac{1}{2}} \operatorname{grad}\left(u_{1}-u_{1 h}\right)\right\|_{L^{2}\left(K \cup K^{\prime}\right)^{2}}+\left\|\lambda-\lambda_{h}\right\|_{H^{-1}\left(K \cup K^{\prime}\right)}\right. \\
&\left.+h_{K}\left\|f_{1}-f_{1 h}\right\|_{L^{2}(K)}+h_{K^{\prime}}\left\|f_{1}-f_{1 h}\right\|_{L^{2}\left(K^{\prime}\right)}\right)
\end{aligned}
$$

By inserting this last estimate into (3.33), we obtain the desired bound.
Proposition 3.8. For $i=1$ and 2, the following bound holds for any estimator $\eta_{i D_{a}}^{(\mathrm{r})}$ defined in (3.7), $\boldsymbol{a} \in \overline{\mathcal{V}}_{h}$ :

$$
\begin{align*}
\eta_{i D_{a}}^{(\mathrm{r})} \leq c\left(\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad}\left(u_{i}-u_{i h}\right)\right\|_{L^{2}(\Delta \boldsymbol{a})^{2}}+\| \lambda\right. & -\lambda_{h} \|_{H^{-1}(\Delta \boldsymbol{a})} \\
& \left.+\sum_{K \in \mathcal{T}_{\boldsymbol{a}}} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right) . \tag{3.35}
\end{align*}
$$

Proof: There also, we only prove this bound for $i=1$. We first observe that

$$
\eta_{1 D_{a}}^{(\mathrm{r})} \leq c\left(\sum_{K \subset \mathcal{T}_{a}} h_{K}^{2} \mu_{1}^{-1}\left\|f_{1 h}-\operatorname{div} \boldsymbol{t}_{1 h}+\lambda_{h}\right\|_{L^{2}(K)}^{2}\right)^{\frac{1}{2}}
$$

Next we use the triangle inequality
$\left\|f_{1 h}-\operatorname{div} \boldsymbol{t}_{1 h}+\lambda_{h}\right\|_{L^{2}(K)} \leq\left\|f_{1 h}+\mu_{1} \Delta u_{1 h}+\lambda_{h}\right\|_{L^{2}(K)}+\mu_{1}^{\frac{1}{2}}\left\|\mu_{1}^{\frac{1}{2}} \Delta u_{1 h}+\mu_{i}^{-\frac{1}{2}} \operatorname{div} \boldsymbol{t}_{i h}\right\|_{L^{2}(K)}$.
The first term is bounded in (3.34), while evaluating the second one relies on a standard inverse inequality and (3.32).
Proposition 3.9. The following bound holds for any non-zero estimator $\eta_{D}^{(\mathrm{c})}$ defined in (3.8), $D \in \overline{\mathcal{D}}_{h}$ :

$$
\begin{equation*}
\eta_{D}^{(\mathrm{c})} \leq c \sigma\left(f_{1}, f_{2}, g\right)\left(\left\|u_{1}-u_{1 h}\right\|_{L^{2}(D)}+\left\|u_{2}-u_{2 h}\right\|_{L^{2}(D)}+\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(D)}\right), \tag{3.36}
\end{equation*}
$$

where the constant $\sigma\left(f_{1}, g_{2}, g\right)$ is given for $s>0$ by

$$
\begin{equation*}
\sigma\left(f_{1}, f_{2}, g\right)=\left\|f_{1}\right\|_{H^{-1}(\omega)}+\left\|f_{2}\right\|_{H^{-1}(\omega)}+\|g\|_{H^{\frac{1}{2}+s}(\partial \omega)} . \tag{3.37}
\end{equation*}
$$

Proof: Assume that $\eta_{D}^{(\mathrm{c})}$ is not zero. Thus $D$ belongs to $\mathcal{D}_{h}$. Since both $\lambda_{h}$ and $u_{1 h}-u_{2 h}$ are nonnegative on $D$, it follows from [22, Lemma 3.3] that, if $\psi_{D}$ is the "bubble" function which is affine on each element $\kappa$ of $\mathcal{S}_{h}$ contained in $D$, is equal to 1 in the internal vertex $\boldsymbol{a}$ of $D$ and vanishes on $\partial D$,

$$
\eta_{D}^{(\mathrm{c})} \leq c \int_{D}\left(u_{1 h}-u_{2 h}\right)(\boldsymbol{x}) \lambda_{h}(\boldsymbol{x}) \psi_{D}(\boldsymbol{x}) d \boldsymbol{x} .
$$

Thus, using the third line of problem (1.1), we derive

$$
\begin{aligned}
& \eta_{D}^{(\mathrm{c})} \leq c\left(\left|\int_{D}\left(u_{1 h}-u_{2 h}\right)(\boldsymbol{x})\left(\lambda-\lambda_{h}\right)(\boldsymbol{x}) \psi_{D}(\boldsymbol{x}) d \boldsymbol{x}\right|\right. \\
&+\left.\left|\int_{D}\left(\left(u_{1}-u_{2}\right)-\left(u_{1 h}-u_{2 h}\right)\right)(\boldsymbol{x}) \lambda(\boldsymbol{x}) \psi_{D} d \boldsymbol{x}\right|\right)
\end{aligned}
$$

This yields

$$
\begin{align*}
& \eta_{D}^{(\mathrm{c})} \leq c\left(\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(D)}\left|\left(u_{1 h}-u_{2 h}\right) \psi_{D}\right|_{H^{1}(D)}\right.  \tag{3.38}\\
& \left.\quad+\left(\left\|u_{1}-u_{1 h}\right\|_{L^{2}(D)}+\left\|u_{2}-u_{2 h}\right\|_{L^{2}(D)}\right)\left\|\lambda \psi_{D}\right\|_{L^{2}(D)}\right)
\end{align*}
$$

By switching to the reference element for each $\kappa$ of $\mathcal{S}_{h}$ contained in $D$ and noting from (3.9) that, if $D$ coincides with $D_{a},\left(u_{1 h}-u_{2 h}\right)(\boldsymbol{a})$ is zero, we obtain

$$
\left|\left(u_{1 h}-u_{2 h}\right) \psi_{D}\right|_{H^{1}(D)} \leq c\left|u_{1 h}-u_{2 h}\right|_{H^{1}(D)} .
$$

It follows from standard arguments that, for any $s>0$,

$$
\left|u_{1 h}\right|_{H^{1}(\omega)}+\left|u_{2 h}\right|_{H^{1}(\omega)} \leq c\left(\left\|f_{1}\right\|_{H^{-1}(\omega)}+\left\|f_{2}\right\|_{H^{-1}(\omega)}+\|g\|_{H^{\frac{1}{2}+s}(\partial \omega)}\right) .
$$

Inserting this and the bound for $\|\lambda\|_{L^{2}(\omega)}$ stated in (2.5) into (3.38) leads to the desired estimate.
Remark 3.10. The same arguments as previously yield that, in estimate (3.36), each quantity $\left\|u_{i}-u_{i h}\right\|_{L^{2}(D)}, i=1$ and 2 , can be replaced by $h_{D}\left|u_{i}-u_{i h}\right|_{H^{1}(D)}$, whence the modified estimate

$$
\begin{equation*}
\eta_{D}^{(\mathrm{c})} \leq c \sigma\left(f_{1}, f_{2}, g\right)\left(h_{D}\left|u_{1}-u_{1 h}\right|_{H^{1}(D)}+h_{D}\left|u_{2}-u_{2 h}\right|_{H^{1}(D)}+\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(D)}\right) . \tag{3.39}
\end{equation*}
$$

Remark 3.11. It must be noted that the constants $c$ which appear in (3.32), (3.35) and (3.36) only depend on the constants $c_{D}^{(P W)}$ and $c_{D}^{(P F)}$ which are introduced in (3.4) and (3.5), respectively, on the coefficents $\mu_{1}$ and $\mu_{2}$, and also on the regularity parameter $\sigma$ of the family of triangulations $\left(\mathcal{T}_{h}\right)_{h}$. We have not made this dependence explicit for simplicity.

### 3.4. Conclusions.

Let us assume for a while that the $f_{i n}$ coincide with the $f_{i}$ and that $g_{h}$ coincides with $g$. In this case, estimates (3.29) and (3.30) read

$$
\begin{align*}
&\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|+\frac{1}{2} \min \left\{\mu_{1}^{-\frac{1}{2}}, \mu_{2}^{-\frac{1}{2}}\right\}\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)} \\
& \leq 2\left(\sum_{D \in \overline{\mathcal{D}}_{h}}\left(\sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}+\eta_{D}^{(\mathrm{c})}\right)\right)^{\frac{1}{2}} . \tag{3.40}
\end{align*}
$$

It must be noted that no unknown constant appears in this estimate. Moreover, when compared with the local estimates stated in Propositions 3.7 and 3.8

$$
\begin{equation*}
\max \left\{\eta_{i D a}^{(\mathrm{df})}, \eta_{i D_{\boldsymbol{a}}}^{(\mathrm{r})}\right\} \leq c\left(\left\|\mu_{i}^{\frac{1}{2}} \operatorname{grad}\left(u_{i}-u_{i h}\right)\right\|_{L^{2}\left(\Delta_{\boldsymbol{a}}\right)^{2}}+\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\Delta \boldsymbol{a})}\right) \tag{3.41}
\end{equation*}
$$

it appears that the $\eta_{i D_{a}}^{(\mathrm{df})}$ and $\eta_{i D_{a}}^{(\mathrm{r})}$ are optimal quantities for evaluating the error in a sharp way. On the other hand, when comparing (3.36) or (3.39) with (3.40), the indicators $\eta_{D}^{(\mathrm{c})}$ are not fully optimal according to the criteria for variational equations, but our results seem the best possible ones for variational inequalities (see [4, Thms $7.2 \& 7.5]$ and $[12$, $\S 4]$ for very similar results in different frameworks). In any case, numerical experiments below confirm the observation of Remark 3.1 that these indicators are negligible. Moreover estimates (3.32), (3.35), and (3.36) are local, in the sense that each indicator associated with a domain $D$ is bounded by the error in a small neighbourhood of $D$. So, these indicators should provide an efficient tool for mesh adaptivity.
Remark 3.12. It can be seen from the proof of Lemma 3.3 that the a posteriori error estimates (3.29) and (3.30) hold for any $\boldsymbol{t}_{i h}$ satisfying (3.2) only on the edges $e$ of $\mathcal{E}_{h}^{*}$ which lie on the boundary of some $D$ in $\mathcal{D}_{h}$. On the other hand, the following choice of $\boldsymbol{t}_{i h}$ is proposed in [23]:

1) $\boldsymbol{t}_{i h} \cdot \boldsymbol{n}$ is given by (3.2) on such edges $e$ of $\mathcal{E}_{h}^{*}$ which lie on the boundary of some $D$ in $\overline{\mathcal{D}}_{h}$;
2) $\boldsymbol{t}_{i h} \cdot \boldsymbol{n}$ on the edges which lie in the interior of some $D$ in $\overline{\mathcal{D}}_{h}$ or on the boundary $\partial \omega$ is given so that

$$
\begin{align*}
& \lambda_{\boldsymbol{a}} \operatorname{meas}(\kappa)=\int_{\kappa}\left(\operatorname{div} \boldsymbol{t}_{1 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\int_{\kappa} f_{1 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{3.42}\\
& \lambda_{\boldsymbol{a}} \operatorname{meas}(\kappa)=-\int_{\kappa}\left(\operatorname{div} \boldsymbol{t}_{2 h}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}+\int_{\kappa} f_{2 h}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{align*}
$$

for all $\kappa$ in $\mathcal{S}_{h}$ contained in $D_{a}$. It follows from [23, §4.3] that such $\boldsymbol{t}_{i h}$ exist and can be constructed locally in each $D$ by only prescribing the given degrees of freedom (fluxes through the edges). In particular, no (local) linear system solution is necessary. Even if we do not prove the analogues of estimates (3.32) and (3.35) for the estimators associated with these modified $\boldsymbol{t}_{i h}$, numerical experiments [23] indicate that they are sharper than the previous ones (i.e., the constant $c$ in (3.32) and (3.35) should be smaller). For this reason, we make this new choice of the $\boldsymbol{t}_{i h}$ in our numerical calculations.

## 4. Numerical experiments.

The numerical simulations that we now present have been performed using the code FreeFem++ due to Hecht and Pironneau, see [11]. In all cases, the implementation is made as follows:

- We first solve the reduced discrete problem (2.12) via the primal-dual active set strategy. Details on this algorithm can be found in [13].
- Next, we compute the action $\lambda_{h}$ as a solution of a linear system with diagonal matrix. More precisely, it follows from (2.16) that the coefficients $\lambda_{\boldsymbol{a}}, \boldsymbol{a} \in \mathcal{V}_{h}$, are given by

$$
\begin{equation*}
\lambda_{a} \operatorname{meas}\left(D_{a}\right)=\mu_{1} \int_{\omega}\left(\operatorname{grad} u_{1 h}\right)(\boldsymbol{x}) \cdot\left(\operatorname{grad} \varphi_{a}\right)(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\int_{\omega} f_{1}(\boldsymbol{x}) \varphi_{a}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{4.1}
\end{equation*}
$$

Note that only the mesh $\mathcal{T}_{h}$ is involved in this problem, so that mesh adaptivity can be realized via standard methods.
Remark 4.1. A still less expensive way of computing $u_{1 h}$ and $u_{2 h}$ relies on the following observation: When setting $u_{+}=\mu_{1} u_{1}+\mu_{2} u_{2}$ and $u_{-}=u_{1}-u_{2}$, problem (1.1) is equivalent to the system

$$
\begin{cases}-\Delta u_{+}=f_{1}+f_{2} & \text { in } \omega,  \tag{4.2}\\ u_{+}=\mu_{1} g & \text { on } \partial \omega,\end{cases}
$$

and

$$
\begin{cases}-\Delta u_{-}-\left(\frac{1}{\mu_{1}}+\frac{1}{\mu_{2}}\right) \lambda=\frac{1}{\mu_{1}} f_{1}-\frac{1}{\mu_{2}} f_{2} & \text { in } \omega  \tag{4.3}\\ u_{-} \geq 0, \quad \lambda \geq 0, \quad \lambda u_{-}=0 & \text { in } \omega \\ u_{-}=g & \text { on } \partial \omega\end{cases}
$$

where the two unknowns $u_{+}$and $u_{-}$are completely uncoupled. Of course, we use these new unknowns for the computation. But we have preferred to present the analysis of the discretization in the initial formulation, in view of the extensions to more than two membranes and also to the contact between shells.

Mesh adaptivity is performed according to the following simple strategy:

- Initialization step: We first choose the initial mesh $\mathcal{T}_{h}^{0}$ such that the errors on the data $\left\|f_{i}-f_{i h}\right\|_{L^{2}(\omega)}$ and $\left\|g-g_{h}\right\|_{H^{\frac{1}{2}}(\partial \omega)}$ are smaller than a given tolerance $\eta^{*}$.
- Adaptation step: Given the triangulation $\mathcal{T}_{h}^{n}$, we compute the solution $\left(u_{1 h}^{n}, u_{2 h}^{n}, \lambda_{h}^{n}\right)$, next the corresponding estimators $\eta_{i D}^{(\mathrm{df})}, \eta_{i D}^{(\mathrm{r})}$, and $\eta_{D}^{(\mathrm{c})}$ together with their sum $\eta_{D}$. Then we construct a new triangulation $\mathcal{T}_{h}^{n+1}$ such that the diameter of any element in $\mathcal{D}_{h}^{n+1}$ (with obvious notation) which contains or is contained in an element $D$ of $\mathcal{D}_{h}^{n}$ is proportional to the diameter of $D$ times the ratio $\bar{\eta} / \eta_{D}$, where $\bar{\eta}$ is the mean value of the $\eta_{D}$. We refer to [ 9 , Chap. 21] for the way of constructing such a mesh.
Of course, the adaptation step is iterated either a fixed number of times or until the total estimator, namely the right-hand side of (3.40), becomes smaller than the tolerance $\eta^{*}$.


### 4.1. Case of a given solution.

In a first step, we work with a given solution in a disk in order to check the good convergence properties of the discretization and the efficiency of the error indicators. Let $\omega$ denote the disk with centre $(0,0)$ and radius 1 . We use the polar coordinates $(r, \theta)$ on $\omega$.

We take $\mu_{1}$ and $\mu_{2}$ equal to 1 for simplicity. The datum $g$ on the boundary is now a positive constant. We consider the triple $\left(u_{1}, u_{2}, \lambda\right)$ given by, for $0 \leq \theta \leq 2 \pi$,

$$
\begin{gather*}
u_{1}(r, \theta)=g\left(2 r^{2}-1\right), \quad 0 \leq r \leq 1,  \tag{4.4}\\
u_{2}(r, \theta)= \begin{cases}g\left(2 r^{2}-1\right), & 0 \leq r \leq \frac{1}{\sqrt{2}} \\
g(1-r)\left(2 r^{2}-1\right) \frac{\sqrt{2}}{\sqrt{2}-1}, & \frac{1}{\sqrt{2}} \leq r \leq 1,\end{cases}  \tag{4.5}\\
\lambda(r, \theta)= \begin{cases}2 g, & 0 \leq r \leq \frac{1}{\sqrt{2}}, \\
0, & \frac{1}{\sqrt{2}} \leq r \leq 1 .\end{cases} \tag{4.6}
\end{gather*}
$$

Equivalently, this triple coincides with the solution of system (1.1) for the data $f_{1}$ and $f_{2}$ given by

$$
\begin{gather*}
f_{1}(r, \theta)= \begin{cases}-10 g, & 0 \leq r \leq \frac{1}{\sqrt{2}}, \\
-8 g, & \frac{1}{\sqrt{2}} \leq r \leq 1,\end{cases}  \tag{4.7}\\
f_{2}(r, \theta)=\left\{\begin{array}{lr}
-6 g, & 0 \leq r \leq \frac{1}{\sqrt{2}}, \\
-g \frac{1+8 r-18 r^{2}}{r} \frac{\sqrt{2}}{\sqrt{2}-1}, & \frac{1}{\sqrt{2}} \leq r \leq 1 .
\end{array}\right. \tag{4.8}
\end{gather*}
$$

The displacements $u_{1}$ and $u_{2}$ of the membranes in the plane $y=0$, with $g$ equal to 0.05 , are presented in Figure 2.


Figure 2. Displacements of the two membranes
Only for this experiment, we do not perform the initialization step in the adaptivity process, in order to bring to light the influence of the discontinuities of the data $f_{1}$ and $f_{2}$ on the computation. Note that a particular attention has to be paid so that the meshes approximate correctly, with increasing level of refinement, the two circles $r=1$ and $r=\frac{1}{\sqrt{2}}$. Thus, since the action $\lambda$ is only non-zero on the disk $r \leq \frac{1}{\sqrt{2}}$ and constant on this disk,
the error $\left\|\lambda-\lambda_{h}\right\|_{H^{-1}(\omega)}$ is negligible in comparison of $\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|$, so that we omit it on the next figures.

Denoting by $N_{h}$ the cardinality of $\overline{\mathcal{V}}_{h}$, i.e., the number of vertices of all $K$ in $\mathcal{T}_{h}$, we first present in the left part of Figure 3 the curves of the error $\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|$ and different estimators as a function of $N_{h}$ in a sequence of uniformly refined meshes. In particular, the $\mathcal{O}(h)$ a priori error estimate of Section 2 is confirmed: The experimental order of convergence, defined as

$$
\frac{\log e_{h}^{n}-\log e_{h}^{h-1}}{\frac{1}{2}\left(\log N_{h}^{n-1}-\log N_{h}^{n}\right)},
$$

where $e_{h}^{n}$ is the error $\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|$ on the mesh $\mathcal{T}_{h}^{n}$ and with obvious notation for the $N_{h}^{n}$, is here close to 1 .


Figure 3. Actual and estimated errors
The right part of Figure 3 presents the same curves but now both for uniform and adapted meshes. It can be observed that, since the solution is regular, the gain due to mesh adaptivity is very weak. We give the precise values of the errors and the convergence order for different values of $N_{h}$ in Table 1, for uniformly refined meshes.

| $N_{h}$ | $\left\\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\\|$ | Convergence order |
| :---: | :---: | :---: |
|  |  |  |
| 649 | 0.0315 | 1.0341 |
| 2513 | 0.0158 | 1.0198 |
| 9889 | 0.0079 | 1.0108 |
| 39233 | 0.0040 | 1.0056 |
| 156289 | 0.0020 | 1.0029 |
|  |  |  |

Table 1. Error and convergence order as a function of the number of vertices We also clearly see that, if $\eta_{h}$ denotes the quantity

$$
\begin{equation*}
\eta_{h}=\left(\sum_{D \in \overline{\mathcal{D}}_{h}}\left(\sum_{i=1}^{2}\left(\eta_{i D}^{(\mathrm{df})}+\eta_{i D}^{(\mathrm{r})}\right)^{2}+\eta_{D}^{(\mathrm{c})}\right)\right)^{\frac{1}{2}} \tag{4.9}
\end{equation*}
$$

and $\varepsilon_{h}^{(\mathrm{d})}$ represents the oscillations of the data, namely

$$
\begin{equation*}
\varepsilon_{h}^{(\mathrm{d})}=\frac{1}{\pi}\left(\sum_{i=1}^{2} \sum_{K \in \mathcal{T}_{h}}\left(\mu_{i}^{-\frac{1}{2}} h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}\right)^{2}\right)^{\frac{1}{2}} \tag{4.10}
\end{equation*}
$$

the sum $\eta_{h}+\varepsilon_{h}^{(\mathrm{d})}$ provides an upper bound for the error $\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|$. This is illustrated in Figure 4, where the corresponding effectivity index, i.e., the ratio $\left(\eta_{h}+\varepsilon_{h}^{(\mathrm{d})}\right) /\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|$, is given both for uniformly refined and adapted meshes.


Figure 4. Effectivity index as a function of $N_{h}$
Moreover, it can be observed that, even on a coarse mesh (nearly uniform mesh with $N_{h}=173$ ), the local error indicators provide a good evaluation of the error distribution, see Figure 5 where the distribution of the error is presented in the left part and the error indicators are presented in the right part.


Figure 5. Actual and estimated error distributions
To conclude with this experiment, we briefly describe the comparative behaviours of the three parts of $\eta_{h}$, obviously denoted by $\eta_{h}^{(\mathrm{df})}, \eta_{h}^{(\mathrm{r})}$, and $\eta_{h}^{(\mathrm{c})}$, and also of $\varepsilon_{h}^{(\mathrm{d})}$.
(i) For coarse meshes, the data oscillation estimator $\varepsilon_{h}^{(\mathrm{d})}$ dominates the other ones but,
since the $f_{i}$ are pieewise regular, $\varepsilon_{h}^{(\mathrm{d})}$ converges by one order faster and gets negligible for fine meshes. We note that the local quantities $h_{K}\left\|f_{i}-f_{i h}\right\|_{L^{2}(K)}$ are only nonzero in the second membrane and for $r>1 / \sqrt{2}$. This is also the reason for the increased value of the effectivity index on coarse meshes and its rapid decrease towards the optimal value of one.
(ii) The crucial contribution of $\eta_{h}$ turns out to be given by $\eta_{h}^{(\mathrm{df})}$.
(iii) The contact error estimator $\eta_{h}^{(\mathrm{c})}$ is four orders of magnitude smaller than $\eta_{h}$ on coarse meshes and it decays very rapidly.
(iv) The residual error estimators $\eta_{h}^{(\mathrm{r})}$ are zero thanks to the chosen construction of the equilibrated fluxes proposed in Remark 3.12.
Finally, it can be checked that the lack of optimality of the estimator $\eta_{h}^{(\mathrm{c})}$ (see Section 3.4) is negligible: Indeed, all $\eta_{D}^{(\mathrm{c})}$ are smaller than $10^{-21}$.

### 4.2. Case of unknown solutions.

We make use of the adaptivity strategy described at the beginning of this section to compute the adapted mesh and the corresponding solution. The domain $\omega$ is now not convex:

$$
\begin{equation*}
\Omega=] 0,3[\times] 0,1[\bigcup] 1,2[\times[1,2[. \tag{4.11}
\end{equation*}
$$



Figure 6. The displacements and action in the case (4.11) - (4.12)

The coefficients $\mu_{1}$ and $\mu_{2}$ are both equal to 1 . The three data $f_{1}, f_{2}$, and $g$ are now given by

$$
\begin{align*}
& f_{1}(x, y)=0 \quad \text { on } \omega \quad \text { and } \quad f_{2}(x, y)= \begin{cases}5 & \text { if }(x, y) \in] \frac{5}{4}, \frac{7}{4}[\times] \frac{1}{4}, \frac{3}{4}[, \\
0 & \text { elsewhere, }\end{cases}  \tag{4.12}\\
& g(x, y)=0.05 \quad \text { on } \partial \omega .
\end{align*}
$$

Note that, at least when the mesh respects the square $] \frac{5}{4}, \frac{7}{4}[\times] \frac{1}{4}, \frac{3}{4}\left[\right.$, the quantity $\varepsilon_{h}^{(\mathrm{d})}$ is zero. Figure 6 presents the displacements $u_{1 h}$ and $u_{2 h}$ (top part) and also the isovalues of the action $\lambda_{h}$ (bottom part) for these geometry and data. Note that the contact zone is easy to identify from these drawings.

Figure 7 presents the adapted mesh, for the same data in (4.12) and after 10 iterations of the adaptation step.


Figure 7. The adapted mesh in the case (4.11) - (4.12)
To investigate the influence of the tension coefficients, we present in the following tables and for the iteration $n$ of the adaptation step first the number $N_{h}^{n}$ of vertices of all $K$ in $\mathcal{T}_{h}^{n}$, second the three terms that appear in the right-hand side of (3.40), namely the obviously defined quantities $\eta_{h}^{(\mathrm{df})}, \eta_{h}^{(\mathrm{r})}$ and $\eta_{h}^{(\mathrm{c})}$ (we skip the superscript $n$ for simplicity). Table 2 gives these values for the same tension coefficients $\mu_{1}=\mu_{2}=1$ while Table 3 presents them for different tension coefficients $\mu_{1}=1$ and $\mu_{2}=5$.

| $n$ | $N_{h}^{n}$ | $\eta_{h}^{(\mathrm{df})}$ | $\eta_{h}^{(\mathrm{r})}$ | $\eta_{h}^{(\mathrm{c})}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 2 | 1454 | 0.04123 | $3.19 \times 10^{-16}$ | 0.00387 |
| 4 | 1570 | 0.04007 | $3.18 \times 10^{-16}$ | 0.00327 |
| 6 | 1593 | 0.04017 | $3.17 \times 10^{-16}$ | 0.00316 |
| 8 | 1759 | 0.03643 | $3.16 \times 10^{-16}$ | 0.00261 |
| 10 | 1809 | 0.03556 | $3.17 \times 10^{-16}$ | 0.00270 |

Table 2. The adaptation steps in the case (4.11) - (4.12) with $\mu_{1}=\mu_{2}=1$

| $n$ | $N_{h}^{n}$ | $\eta_{h}^{(\mathrm{df})}$ | $\eta_{h}^{(\mathrm{r})}$ | $\eta_{h}^{(\mathrm{c})}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 2 | 1486 | 0.02466 | $1.79 \times 10^{-16}$ | 0.00162 |
| 4 | 1557 | 0.02444 | $1.87 \times 10^{-16}$ | 0.00148 |
| 6 | 1889 | 0.02060 | $1.84 \times 10^{-16}$ | 0.00096 |
| 8 | 2206 | 0.01785 | $1.86 \times 10^{-16}$ | 0.00089 |
| 10 | 2296 | 0.01763 | $1.83 \times 10^{-16}$ | 0.00090 |

Table 3. The adaptation steps in the case (4.11) - (4.12) with $\mu_{1}=1$ and $\mu_{2}=5$
In these experiments, the different parts of the indicators have exactly the same behaviour as described at the end of Section 4.1. The global error behaves like $c\left(N_{h}^{n}\right)^{-\frac{1}{2}}$ in both cases. The convergence is the same in the two cases, so that working with different tension coefficients does not induce any further difficulty.
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