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Geological repository for nuclear waste

Deep underground repository
(High-level waste)

Galeries de.
liaisen

b
Souszane 8
de stockage C ¥~

Aviole———
Zone MAV Zone A e
quelques dizaines dalveo quelques milliers dalvoles Ui d"exploitation ———e
env.’500 m de long et 8 m de O utle 80100 m de long, env. 0.7 m de

CMBSES 040596.C.

Challenges

@ Different materials — strong heterogeneity,
different time scales.

@ Large differences in spatial scales.
@ Long-term computations.

7
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Geological repository for nuclear waste

Deep underground repository
(High-level waste)

Challenges

@ Different materials — strong heterogeneity,

different time scales.

@ Large differences in spatial scales.

@ Long-term computations.

Souszane G
de stockage C ¥~

CMBSES 040596.C.

= Use space-time DD methods
= Estimate the error at DD iterations

= Develop stopping criteria to stop DD iterations
as soon as the discretization error is reached
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Model problem: one phase unsteady flow

Time-dependent diffusion equation

u=-8Vp, in

qb@ +V.-u=f, in
ot

P =dp on

—u-n=g9gn on

p(-,0) = po in

Qx(0,T),
Qx(0,T),

b NaQ x (0, T),
M NOQ x (0, T),
Q.

@ u Darcy velocity,
@ ppressure,
@ S permeability,

@ f e L2(Q) the source term,

@ ¢ porosity

M

@ QCcR? d=2,3,
@ [p Dirichlet boundaries,

)

M

@ 'y Neumann boundaries,

M

@ n: unit normal vector outward from Q.
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Space time domain decomposition

Domain decomposition in space

@ Discretize in time and apply the DD
algorithm at each time step:
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Space time domain decomposition

Domain decomposition in space

@ Discretize in time and apply the DD
algorithm at each time step:
@ Solve stationary problems in the
subdomains
@ Exchange information through the
interface

© Same time step on the whole domain.

Space-time domain decomposition

/,//
~Z |

@ Solve time-dependent problems in the
subdomains
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Space time domain decomposition

Domain decomposition in space

@ Discretize in time and apply the DD
algorithm at each time step:
@ Solve stationary problems in the
subdomains
@ Exchange information through the
interface

© Same time step on the whole domain.

Space-time domain decomposition

Ip—

@ Solve time-dependent problems in the
subdomains
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Space time domain decomposition

Domain decomposition in space Space-time domain decomposition

e e g
P =

@ Discretize in time and apply the DD @ Solve time-dependent problems in the
algorithm at each time step: subdomains
@ Solve stationary problems in the @ Exchange information through the
subdomains space-time interface - - - Following
@ Exchange information through the [Halpern-Nataf-Gander (03), Martin (05)]
interface

© Same time step on the whole domain.
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Space time domain decomposition

Domain decomposition in space Space-time domain decomposition

///f// :

@ Discretize in time and apply the DD @ Solve time-dependent problems in the
algorithm at each time step: subdomains
@ Solve stationary problems in the @ Exchange information through the
subdomains space-time interface - - - Following
@ Exchange information through the [Halpern-Nataf-Gander (03), Martin (05)]
interface Q Different time steps can be used in
© Same time step on the whole domain. each subdomain according to its

physical properties.
- - - Following [Halpern-J.-Szeftel (12),
Hoang-Japhet-Jaffré-K.-Roberts (13)]
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Space time domain decomposition

Equivalent space-time DD formulation

Solve the transmission problem, with i = 1,2

u; = —-SVp;
Bp,‘
i up=f
0] ot +V-u
pi = gb
—Uu;-ni = gn
pi('vo):po
p1= p2

Ui -m=us-ny

@ with physical transmission conditions

in
in
on
on
in
on
on

Q; x (0, T),

Q; x (0, T),

(b No%;) x (0, T),
(TN 0%2;) x (0, T),
Q;,

2,

2,
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Space time domain decomposition

Equivalent space-time DD formulation

Solve the transmission problem, with i = 1,2

u; = —-SVp;
Bp, o
(blﬁ +Vu=f
pi = gb
—U;- N = gn
p,'(-,O) = Po

—B12U1 - Ny + p1= —P12U2 - M + P2
—[2,1U2 - N2 + Po= —[2,1Uq - N2 + Py

@ with Robin transmission conditions
- - - Following [P.-L. Lions (88)]

@ Equivalent to original problem

Qi x (0,T),
Q; x (07 T)7

(FD N 89,) X (O, T),
(TN 0%24) x (0, T),

Qh
r1727
r1527

26



Optimized Schwarz waveform relaxation algorithm

For k > 0, at step k, solve in parallel the space-time Robin subdomain problems

(i=1,2):
u{(+1 _ szk+1
o k+1
G+ VUl f
k+1 - o
k+1 N = gn
k+1( 0)
—Brouy™" g 4 pit= */31,2U/2( -+ ps
— 2, 1l-|k+1 - no + P’g(“: *52,1”4( -Ny + pf

@ where —g;;u - n; + pf = g7, with g a
given function, i = 1, 2.
- Following [Halpern-Nataf-Gander
(03), Martin (05)]

in
in
on
on
in
on

on

Q; x (0, T),

Q; x (0, T),

(b NOy) x (0, T),
(ThnN o) x (0, T),
Q;,

M2 x(0,T),

M2 x(0,T),

26



Space time domain decomposition

The semi-discrete in time subdomain problem
(DGO time stepping)

@ {t"Yo<n<ndiscretetimes: * =0 <t' <. . <t"<... <N =T,
@ T, the partition of (0, T) into sub-intervals I, :== (t" ', t",and 7" :==t" —t"", 1 <n< N

1 POTT(E) = {v, : (0, T) = E; where v, is constanton I,, 1 < n < N}.

@ vV :=v,|, and f .= (-, t)at .

— f
Tn In
The semi-discrete in time subdomain problem is:

Find (p-;, u,.;) € P2(L3(S)) x P (H(div, ©;)) solution of the following problem, forn = 1, ..., N:

u! = -8vp] in Q,
N _ 1 .
M—O—V-u,":f" in Q,
Tn
—Bijui - mi+pf =& on T;, Vj€ B,

p? = pPo in Q.

@ Later, for the a posteriori estimates, we also define:
P;-T(E) ={v, : (0, T) = E; v, € C°(0, T), v, isaffineon I, 1 < n < N}.

10/26



Semi-discrete in time interface problem

@ Robin to Robin operators, fori = 1,2, j =3 — i

SHR (57—,/‘,?7%) = (=ur;-n+ Bj‘ipr‘i)\ri,/

where (p,j,u, ;) (i=1,2) solves,forn=1,...,N:
u'=-8vpl in Q, 12X (0.7}~
"7;7’:%"71 FvaU = F in Q, = e
— Bl ny 4 p] = € on i, VjeB,
0’ =po in Q. l

@ Space-time interface problem

€12 =81 (&.1.F, po)

&12
rx(,T 2) =
€21 = SE™(&1,2,F, po) o (.7 orsa <52‘1> X

@ Solve with block-Jacobi (OSWR algorithm) or GMRES

11/26



Semi-discrete in time interface problem

@ Robin to Robin operators, fori = 1,2, j =3 — i
ST s (6ni Topo) = (=Ur -y + BLipr )i

where (p,j,u, ;) (i=1,2) solves,forn=1,...,N:

u! = -8vp! in Q,

Pl % (0T~

n_ pn—1 .
PP gur=7 in
7—’7
— Bl ny 4 p] = € on i, VjeB,
’ Q
,D? = Po in Q. !

@ Space-time interface problem

€12 = N1;ST% (2,1, F, po)

&12
. onl x (0, T) orSR< *)zx
€21 = N,iS5" (1.2, F, po) Lo

@ Solve with block-Jacobi (OSWR algorithm) or GMRES

@ 12 projection operator M; ; from POTT j(LQ(I',vJ)) onto POT I_(LZ(F,;,)),

11/26



DD using the lowest-order Raviart—Thomas (RTO)
Let 7, be a matching mesh of Q, with 75 :== Talg,, i = 1,.., . Discrete spaces:

M = {gn; € L*(), i € PYUK),VK € Tni}
Wh’,' = {Vhy,' (S H(dIV ,Q,‘)7Vh7,"K € RTo(K)7VK € 777,}

Find the discrete solutions pfi\} € PY. (Mn;) and uft} € PY. (Wh,)

@ The energy norm on HY_ () is |||v]|[? := |S2 Vv|?
@ The energy norm for vectors on L?(2) is defined by: |||v]||2 := |S™2v|]

12/26
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e A posteriori estimates
@ Strategy
@ Pressure and flux reconstruction
@ Example in an industrial context
@ A posteriori error estimates for nonconforming time grids
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A posteriori estimates: overview

@ |llo— gt Il
—_———

unknown
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A posteriori estimates: overview

@ |llp-ppill < Fully computable estimators

unknown depend on H(div,Q) flux and H'(Q) potential reconstructions

@ Post-processing b,‘jﬁ, of the pressure p,’jf’,, ateachtime stepn,n=0,...,N:

Vpi" =0, as pf" € Po(Th,) in the MFE, so that 182V (p — pEII? = 1182 Vp| |2 not suitable.
© MFE method gives " ¢ H'(£;)
© Robin DD method gives uh " ¢ H(div, Q) and ph " jumps across T

Pressure and flux reconstructions:

o E,K] 1/ H' (;)-conforming but not continuous over the DD interfaces (New strategy),
continuous and piecewise affine in time

@ s/ H'(Q)-conforming, continuous and piecewise affine in time

"*‘ : H(div, 2)-conforming and local conservative in each element, piecewise constant in time

[Vohralik (10), Pencheva-Vohralik-Wheeler-Wildey (13),

Ern-Vohralik (10), Ern-Smears-Vohralik (16)] Extension to Robin DD in this work

14/26



A posteriori estimates Strategy

Figure: pk* Figure: py,

§
M

lm\\
f \“\\

4§ ‘\\\

—k 1
Figure: 5" Figure: s/
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A posteriori estimates Strategy

Following [Ern-Vohralik (10), Ern-Smears-Vohralik (16)]

N
X = L%(0, T; Ho (), lllqlllx == Z/’ > 182va(. b,
n=1

h ket

X =150, T;H '(Q)),

Y:={qeX;aqe X}, llalll¥ = llalllk + [o:al% + llaC T
A posteriori error estimate distinguishing error components
At each iteration k + 1 of the DD method :
P — B lly < mg' + 15’ + i + i + 1 = Fllxe + sy = Bl

where :

ns';“ := subdomain discretization estimator,

n.’;‘.;' := domain decomposition estimator,

me = |lsi"""" — pol| initial condition estimator,

1
N 2
k+1 1 ok ton kt1,n—11112 : . o ,
Thm = { > > 37 sy " =, Il K} time discretization estimator,
n=1 KeTy,
Skl kb1 =kt K1
Phris Shr » Shri, and oy

16/26



A posteriori estimates Strategy

1 1 4

2 2 N 1

k+1 k+1,n k+1,n n k+1 n o \2

HSrssuteeior S [ 55 i oral S5 S otz
n=1 KeTp In’;: 1K€Th¢ n—1 =1 KETh. ;

i

ey :%C;,%(H?" — s, =V Ik “data oscillation”,
e =IISVS, "+ ul ||k, “constitutive relation”,
men k(1) =[(@rT = 55 DDk, tE€h “scheme potential nonconformity”,
o —*KC.;;?H@(P,QT =k “scheme potential nonconformity”,



A posteriori estimates Strategy

k+1 k+1,n k+1.,n
{zr Skl

n=1 KeTp

S S5 5 ki

ni=1KETh i
k10 Bk —3 =0 K7 ki
osc, K —7CSKH'( —818,7 '—-Vo HK

ok =IISVSy "+ upt |k,

men 1k (1) =1(Phi] — S, ‘)(t)||\,<, tel,

o ——Kc;,,inaf(pﬁﬂ "5k

K1 N Kiton |kt 2 P X
+ n +1,n + n

b —{Z"' Z("DDF kT oop,1,k (1)) }+{Z/ Z
=1 KeTp n=1"n'i=1 ke T}, ;

K41 K+, k 1,
Mooe k- =IUp " = o |k,

K1 —k+

77D$P1 k(1) ::H|(3/(y,—.1/ S/r ,)(f)HIK, tel
K+, he —3% kit ki,
DEP;Q,K :*703,;2<||3f(3/m "=, ks

K+
Z (nDDP 1,K

3
2}

“data oscillation”,

k+1,n
n\I(P 2,K

“constitutive relation”,

“scheme potential nonconformity”,

“scheme potential nonconformity”,

2 (NN 3
() dr}+{zT"z S }

n=1  i=1KETh

“DD flux nonconformity”,

“DD potential nonconformity”,

“DD potential nonconformity”.



A posteriori estimates Pressure and flux reconstruction

Postprocessing p! of pft]

b‘,jj“" € P>(Tn,i) at each iteration k + 1 and at each time step n, n =0,..., N, is

constructed as:
*Skvﬁﬁm |k = UZT’"\K, VK € Thi,
mo(By " k) = ik, YK € Thi.
A Pt e H' (),
@ piit € Wo(Thi) == {p € H'(Th); (¢, 1)e =0, Ve € &} - - weak continuity.

18/26



A posteriori estimates Pressure and flux reconstruction

Potential reconstruction s

Captures
@ scheme potential nonconformity
@ DD potential nonconformity
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A posteriori estimates Pressure and flux reconstruction

Potential reconstruction s"“

Captures
@ scheme potential nonconformity
@ DD potential nonconformity

A+1

si' € PL(H'(Q2) N C°(Q)),
(s " Nk =By )k, VK €T,

Sﬁ; 1,n =T dv ﬁfﬂ n)+ Z ak+1 an’
KeTh
Where Idv(pk+1 n) Z ~k+1, n|K(a)
“mZ
bk is a bubble function on K, and
1 ~ -
al;(+1,n — (bK 1) ( k+1,n Iav( K+1, n) 1)

st is H'(€)-conforming in space and piecewise affine continuous in time:

0<n<N.
Q3 Q4
Q4 Q

|Tal =8

19/26



A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,

Captures the scheme potential nonconformity in each subdomain
@ s "TeH () Vie[1,N],
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Pressure and flux reconstruction
Subdomain potential reconstruction sk+1

Captures the scheme potential nonconformity in each subdomain
@ s e H () Vie[1,N],

° 5@ =5 (@),
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A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,
Captures the scheme potential nonconformity in each subdomain
@ s "TeH () Vie[1,N],

Y KH !7(a) — Si(”T IW(a),

=k+1,n _
° SN/ ( )
k+1 n ~k+1, n k+1, n k+1 n ~k+1, n
> Pr + W, )> > By ), acl
KeT] jeBi KeT/
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A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,
Captures the scheme potential nonconformity in each subdomain
@ s "TeH () Vie[1,N],

Y KH ﬂ(a) — Si(”T IW(a),

—k+1,n _
° sh/ ( )
k+1 n ~k+1, n k+1, n k+1 n ~k+1, n
> Pr + W, )> > By ), acrs
KET‘ jeBi KeT/

sz Redistribute nonuniform weights that depend on the mean jump of p“+1 "

20/26



A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,

Captures the scheme potential nonconformity in each subdomain
@ s e H () Vie[l,N],

5 "(@)=s,""(a)

<k+1,n
@ s (a) =
h,i
k+1 n ~k+1, n k+1, n k+1 n ~Kk+1, n
§ Ph,i tWa E:E:ph/ ), ach
Y KeT 0 jes! KET’
ITa’\

at the beginning of the DD algorithm (k=0)

L4
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A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,

Captures the scheme potential nonconformity in each subdomain
@ s e H () Vie[1,N],

° K+1 ”(a) - Sh/1 ”(a)

—k+1,n
° Sh/ ( ) =
k+1 n ~k+1, n k+1, n k+1 n ~k+1, n
> P k() + wig )22 2 Ph k(@) AT
\_. — \_v_/
Y KeTi j€B kel

T7al 7T

at convergence of the DD algorithm s "(2) = s/ """ .- mppp.x disappears.
h,i 7ID] s

20/26



A posteriori estimates Pressure and flux reconstruction

Subdomain potential reconstruction s/,

Captures the scheme potential nonconformity in each subdomain
@ s e H () Vie[l,N],

° 5 (a)=5""(a)

<k+1,n
@ 5, ( ) =
k+1,n ~k+1,n k+1, n —k+1 n ~k+1 n
wia " D Bhi k() + wiy )>_ DB cr
1 K€7—ai ]EB’ KETI
7al Tl
at convergence of the DD algorithm s/ "(2) = s/ """(2) --- nppp « disappears.

Add bubble function to ensure (5", 1) = (B}"", 1)k, VYK€ Th, 0<n<N.
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Pressure and flux reconstruction
Equilibrated flux reconstruction o

opt e PY(H(div, Q)),
(Vo " Dk = (fr—ap™"" )k, VKeTh

@ Solve the following system for A/ balancing conditions at each time step n:

k 1, r; k+1, k+1
> ) ”+§ (nr,Nogea)cy, " = (F" =0 ", 1)gee—({Up™"-Nagen }, 1) ogen
b=1,2/ jeBi
|82;n02| >0

@ Then solve local Neumann problems in bands near the interface with the
corrections on the interfaces in order to obtain the flux reconstruction in the
bands.

21/26



ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

Mesh |7n| = 106638
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

t=100000

Mesh |7n| = 106638
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

s oz = § B B

t=200000

Mesh |7n| = 106638
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

s oz = § B B

t=400000

Mesh |7n| = 106638
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

t=800000

Mesh | 75| = 106638
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ANDRA test case

T =10° years, N =9 domains, the repository Q, is the yellow one

5= {02 InQ o 2107l m/s®inQ, , (10 °years™' ift < 10° years
T 1005 else” T 151071 m/sPelse 7 |0 else

t'“ 140

2950

t=1000000

Mesh |7n| = 106638
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Stopping criterion

@ 7 = 4000 years

@ Relative DD stopping criterion : 107 = iterations: 44 (GMRES)

@ A posteriori stopping criterion: npp < 0.1 max(nm,ns,) = iterations: 11
@ lterations saved: ~ 75% (GMRES)

”

10 w
g N —o—total. est,
5 N —e—disc. est
£ ; :i R R DD. est.
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A posteriori error estimates for nonconforming time grids
Global-in-time DD using nonconforming time grids
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[Hoang-Jaffré-Japhet-Kern-Roberts (13)]
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~k+1
@ ||lp—Pnt
® |[lupt" -

k+1 k+1 K+1 K+1 % K+1,Nnew  22k+1,Nnew
[lly < 77513+ +771m+ +77D]J5,thm ‘1‘7]chr +([f = f[|x + Hsh+ " _phJr |
crﬁ“’”|||*,;< is the source of this new NC discretization error in time.

Potential error components estimators

Potential error components estimators
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Error component estimates for the Andra example with the GMRES solver for different

ratios of discretization in time % fori#5:1,5,10.
i

25/26



Conclusions and future work

Conclusions

@ The quality of the result is assured by controlling the error between the

approximate solution and the exact solution at each iteration of the DD algorithm.

@ Different components of the error have been distinguished.

@ An efficient stopping criterion for the domain decomposition iterations has been
established.

@ Many of the domain decomposition iterations usually performed can be saved.

Future work

@ Assess how much computing time can be saved
@ Extend to advection-diffusion
@ Study the local efficiency

@ Develop an a posteriori coarse-grid corrector
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